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REGULATION AND THE GEOGRAPHY OF INEQUALITY

GANESH SITARAMAN, MORGAN RICKS & CHRISTOPHER SERKIN

ABSTRACT

We live in an era of widening geographic inequality. Around the country, the spread between economically and culturally thriving places and those that are struggling has been increasing. “Superstar” cities like New York, San Francisco, Boston, and Atlanta continue to attract talent and grow, while the economies of other cities and rural areas are left behind. Troublingly, escalating geographic inequality in the United States has arrived hand in hand with serious economic, social, and political problems. Areas that are left behind have not only failed to keep up with their thriving peers; in many ways, they have stagnated and seen opportunities evaporate. At the same time, superstar cities are running up against extreme housing affordability problems, rendering middle-class life all but unsustainable. To make matters worse, the widening gulf between dynamic and stagnant places increasingly feeds into a democratic crisis of unrepresentative government at the federal level.

The dominant explanations for widening geographic inequality focus largely on inexorable economic trends. Forces like “agglomeration effects” and globalization have reshaped the economy, benefitting some areas and harming others. We think these explanations leave out a crucial factor: the effects of specific regulatory choices on economic geography. The Progressive Era and New Deal regulatory order in the United States promoted geographic dispersion of economic activity. The unraveling of this regulatory order around 1980 coincided with the reversal in geographic convergence and the beginning of an era of growing divergence. More specifically, regulatory policies in the areas of transportation, communications, trade, and antitrust helped construct an...
era of geographic convergence in the mid-twentieth century, and deregulation in those same areas contributed to the rise of geographic inequality over the last generation. Though the COVID-19 pandemic has produced unprecedented awareness of and interest in remote work—raising the possibility of greater economic dispersion—the extent to which this potential can be realized will likely also depend upon regulatory choices. To combat geographic inequality and its attendant downsides, we make the case for reincorporating geographic factors into federal regulatory policymaking in transportation, communications, trade, antitrust, and other domains.
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INTRODUCTION

We live in an era of widening geographic inequality. Around the country, the spread between economically and culturally thriving places and those that are struggling has been increasing. “Superstar” cities like New York, San Francisco, Boston, and Atlanta continue to attract talent and grow, while the economies of other cities and rural areas are left behind. This phenomenon has captured popular imagination and is borne out by the data.

Troublingly, escalating geographic inequality in the United States has arrived hand in hand with serious economic, social, political, and national security problems. Areas that are left behind have not only failed to keep up with their thriving peers; in many ways, they have stagnated and seen opportunities evaporate. Health disparities closely track regional inequality, and rates of opioid abuse are higher in communities with fewer economic opportunities. Educational attainment also tracks geography. “Right now,” as one researcher


3. See infra discussion Part I.


describes, “there exists an almost ironclad link between a child’s ZIP code and her chances of success.”" At the same time, superstar cities are running up against extreme housing affordability problems, rendering middle-class life all but unsustainable.\(^7\) Taken together, these trends suggest a startling imbalance or maldistribution of economic growth and opportunity.

These geographic trends also increasingly feed into our dysfunctional national politics. Thriving areas are now reliably Democratic—even Orange County, California, previously a Republican stronghold, went Democratic in the 2018 congressional midterms and remained Democratic in 2020\(^8\)—while rural America votes Republican by increasing margins.\(^9\) Importantly, because less populous states wield influence in the Senate and Electoral College that is disproportionate to their populations, partisan sorting contributes to a crisis of unrepresentative government.

Geographic inequality also poses a risk to national security, emergency preparedness, and resilience. When industries are

---

6. See Corydon Ireland, *The Costs of Inequality: Education’s the One Key That Rules Them All*, HARV. GAZETTE (Feb. 15, 2016) (quoting James E. Ryan, Dean of Harvard Graduate School of Education), https://news.harvard.edu/gazette/story/2016/02/the-costs-of-inequality-educations-the-one-key-that-rules-them-all[https://perma.cc/YEZ9-ZLP5]; Singh et al., supra note 4, at 142-43 (“Geographic patterns in educational attainment indicate that the population in the Southeastern region of the US has had the lowest percentage of adults with a college degree although education levels in all regions have improved over time . . . .”).

7. See Conor Dougherty, *California Is Booming. Why Are So Many Californians Unhappy?*, N.Y. TIMES (Dec. 29, 2019), https://nyti.ms/2tevpa6 [https://perma.cc/KL5W-NBMD] (noting that while California’s economy “has grown more than previous generations had thought possible,” the state “has mostly put higher-value jobs . . . in expensive coastal enclaves, while pushing lower-paid workers and lower-cost housing to inland areas like the Central Valley,” and describing the “challenge of continuing to add jobs without affordable places for middle- and lower-income workers to live”).


concentrated in a small number of locations, they are more vulnerable to attack from foreign adversaries or to natural disasters and crises. Supply chains that rely on a single city or region might be disrupted in the event of a hurricane. An attack on the electric grid of a city or region could hamper entire sectors of the national—or even global—economy.

Why is geographic inequality growing? The dominant explanations from scholars and commentators are largely about inexorable economic trends. Forces like globalization have reshaped the economy, benefitting some areas and harming others. Commentators also discuss the “inescapable reality of agglomeration”—the disproportionate benefit that comes from colocating in thriving areas. When tech companies locate their headquarters in San Francisco, they find an available pool of talented workers—less so in St. Louis. Given these economic pressures, many commentators believe that it might not be possible to reverse the trends in geographic inequality.

We think these explanations, which focus on autonomous economic forces, leave out a crucial factor: the effects of specific regulatory choices on economic geography. In numerous ways, the Progressive Era and New Deal regulatory order in the United States promoted geographic dispersion in economic activity. The unraveling of this regulatory order around 1980 coincided with the reversal in geographic economic convergence and the beginning of an era of growing divergence. More specifically, regulatory policies in the areas of transportation, communications, trade, and antitrust helped


11. Id.; see also Wendell Pritchett & Shitong Qiao, Exclusionary Megacities, 91 S. CAL. L. REV. 467, 469 (2018) (“Human beings should live in places where they are most productive, and megacities, where information, innovation, and opportunities congregate, would be the optimal choice.” (footnote omitted)).


13. See, e.g., Paul Krugman, The New Economy and the Trump Rump, N.Y. TIMES (Nov. 19, 2018), https://nyti.ms/2zdOAJZ (“[R]estoring these regions’ dynamism is much harder, because it means swimming against a powerful economic tide.”); Porter, supra note 10 (quoting various experts to similar effect).

14. See discussion infra Part I.A.
construct an era of geographic convergence in the mid-twentieth century and deregulation in those same areas contributed to the rise of geographic inequality over the last generation.

Our argument that regulatory design can powerfully influence economic geography has profound implications for current legal and policy debates. To the extent that the legal literature has addressed the problem of geographic inequality, it has largely been in the context of municipal land use and zoning. Leading scholars in this area have helped shape what has become an elite consensus in favor of loosening land-use controls to enable people in left-behind places to move to economically thriving cities. We argue, however, that such solutions are likely to deepen geographic inequality and its negative consequences and may come with their own unexamined problems. Policymakers should not view land-use reform as a panacea, especially if it is not coupled with a broader package of policies that address the sources and consequences of geographic inequality. Outside the legal academy, some economists emphasize place-based tax policies to improve conditions in left-behind places, and others briefly note that deregulation in antitrust and transportation might contribute to geographic inequality. But strikingly, these scholars and analysts do not call for re-regulation or even incorporating geographic considerations into regulatory policy. Indeed, one set of these commentators proposes further deregulation. By contrast, we argue that policymakers need to take much more seriously the fact that specific forms of regulation can alleviate geographic inequality, and deregulation can exacerbate it.

These arguments go against the dominant strain of thinking about geographic inequality. On one conventional economic story, regional

---

15. See discussion infra Part III.
16. See discussion infra Part II.
17. See discussion infra Part II.
inequality should be transient, with labor and capital moving seamlessly across the country to reach an equilibrium over time. For much of the mid-twentieth century, the data seemed to confirm this theory as different parts of the country converged economically. But in the last generation, the trend has been toward geographic divergence and increased inequality, pushing scholars to point to agglomeration and other theories to explain this dynamic. We discuss the conventional economic theory, the recent history of geographic convergence and inequality, and the many negative consequences of geographic inequality—economic, social, political, and national security—in Part I.

In Part II, we make the case that regulatory policy choices helped drive the era of geographic convergence and that deregulation has exacerbated geographic inequality. Transportation regulation, in sectors like railroads, airlines, trucking, and intercity buses, contributed to geographic convergence and equality through a combination of service obligations and pricing that incorporated cross-subsidies to keep rates to far-flung places affordable. Communications infrastructure—particularly in the “Ma Bell” era of AT&T’s monopoly—was designed in a similar way. Deregulation (or, in the case of communications infrastructure, the failure to apply New Deal-style economic regulation to new technologies) undermined these systems, with predictable, though too often unrecognized, effects. Trade policymaking also once gave geographic considerations a central role. For generations, the constitutional design of trade policymaking considered local effects through the messy process of Congress determining tariff rates for products. With the rise of presidential authority over trade policy during the twentieth century, this

mechanism lost its bite, and the geographic impacts of liberalized international trade no longer receive meaningful consideration in the trade policymaking process. Finally, antitrust laws and anticonsolidation laws once helped keep many industries fragmented, distributing wealth and power throughout the country. With the rise of the consumer welfare standard in antitrust came the current era of corporate consolidation—and with it, the hollowing out of many parts of the country.

Part III considers possible responses to the problem of geographic inequality. We first argue against the dominant approaches to the problems of geographic mobility and inequality. Liberals of a libertarian persuasion (sometimes called “liberaltarians”) suggest that it is possible to help people who are in left-behind places through policies that enable them to move to other, more economically vibrant, geographies. The central liberaltarian policy is to deregulate zoning rules and promote urban development. Although we embrace the call for greater density in many places, we observe in Part III.A that these policies do not address—nor are they intended to address—geographic inequality per se, and there are reasons to believe these policies would make geographic inequality worse. In particular, commentators in this vein rarely mention that their proposals would have significant political consequences that would continue to make government less representative. They also do not sufficiently grapple with the fact that their approach will likely exacerbate the economic and social problems facing people and communities left behind, particularly racial minorities and people with lower education levels and incomes. In addition, on its own terms, zoning liberalization has a variety of downsides that are undervalued. Notably, diminished public land-use regulation may cause homeowners to adopt private regulation in the form of suburban homeowners’ associations—regulations that can have problematic implications for racial and economic fairness.

The emerging alternative to the liberaltarian response, from the center, is to offer a package of place-based policies, which we examine in Part III.B.19 While these move closer to addressing geographic inequality, many of their leading proponents focus primarily on tax policy and offer no account of how deregulatory policies have contributed to the problem. Oddly, some even go so far as to suggest further deregulation as a solution. Even those in this camp who do

---

consider deregulation as part of the cause are conspicuously silent on regulatory reforms that could revive left-behind communities. We also briefly discuss industrial policy, an approach that seems far more promising than the centrist approach to place-based policies.

Our argument in Part III is emphatically not that zoning reforms or tax policies should *never* be adopted. There are significant opportunities to improve municipal land-use controls and to increase density in many places. However, zoning and tax policy reforms have significant and underappreciated costs and limitations that must be taken into account. At the same time, federal regulatory policy has been shockingly absent from the discussion despite its role in creating the problem.

Part IV thus offers a number of suggestions for how federal regulatory policy could address the problems of geographic inequality. First, we reconsider deregulation in the transportation and communications sectors and suggest a partial revival of the Progressive Era and New Deal regulatory approaches, which consciously accounted for geography. An alternative is direct public provision of these goods and services through a public option. We also discuss how a revival of anticonsolidation policies—most specifically, an approach to antitrust that goes beyond consumer welfare—could help alleviate geographic inequality. Second, we suggest that regulatory agencies assess the geographic impacts of their decisions. In trade policy, this would take the form of an assessment of the geographic impact that a potential trade agreement would have (to accompany existing sectoral assessments). More broadly, the president could issue an executive order—or Congress could pass a law—requiring that agencies consider the geographic impacts of their actions, including during notice-and-comment rulemaking. These changes would also bring collateral consequences for oversight and mitigation efforts.

A couple of caveats are worth noting. First, throughout this Article, we distinguish between a few different kinds of geographic inequality. One is the gap between superstar cities, places like San Francisco and New York, and mid-sized cities like St. Louis or Memphis. The second is the gap between cities and rural areas, and in particular, the economic and social erosion in rural areas. A third is the gap between neighborhoods within cities. All three kinds of geographic inequality have emerged as serious topics of conversation

20. See supra note 1.
21. See discussion infra Part I(B)(1).
in recent years. Generally speaking, the regulatory forces we describe operate only at the first two levels, albeit to differing degrees, and our focus is primarily on the first. For purposes of this Article, then, we are less concerned with inequality between neighborhoods or between urban centers and their suburbs; sub-regional, inter-local inequality implicates different dynamics, which we address in passing when relevant.

Second, we acknowledge and embrace the inevitability of economic changes over time. The geography of opportunity has never been static, nor should it be. But though the particular geographic configuration of opportunity might change over time, policymakers should realize that these shifts are not automatic or inevitable. They have been—and will continue to be—shaped by an array of legal and regulatory choices, and those choices have feedback effects on economics, politics, and society. The tenor and substance of the debate over solutions have been far too narrow and overly focused on deregulatory land use and place-based tax policies. The responses to geographic inequality should consider the full range of the ways that law and policy caused and can remedy this problem.

I. THE GEOGRAPHIC INEQUALITY PROBLEM

In this Part, we discuss the problem of geographic inequality. Despite conventional economic theory positing that geographic inequality will work itself out through the operation of market forces, geographic inequality has decreased and then again increased over the last century. After discussing the changing geography of inequality, we outline its associated—and significant—economic, social, and political downsides. This Part thus sets the stage for considering legal and policy responses to the problem of geographic inequality.

A. The Fall and Rise of Geographic Inequality

Under conventional neoclassical economic theory, regional inequality should be a “transitory phenomenon.” Labor will move to higher-wage regions, but capital will move to less expensive places,
reducing regional inequality. Economic success in a place tends to attract workers seeking employment but also leads to higher land values and congestion costs. As the cost of locating in successful places increases, businesses and industry will—on the margin—favor relocating to take advantage of lower costs elsewhere. Simultaneously, unemployed workers will leave places that are struggling economically and that do not have enough jobs. Not only will those workers satisfy labor demands elsewhere, their departure from struggling places will improve unemployment rates in the places they leave behind—because there are fewer workers—which will put upward pressure on wages. Thriving places attract workers from struggling ones while simultaneously pushing capital out into new areas as congestion costs increase. This elegant theory therefore predicts a trend toward regional economic convergence.

For a long time, regional inequality in the United States appeared to be on the decline, conforming to this neoclassical model. Indeed, from at least the 1930s to the early 1980s, poorer places outperformed wealthier ones, creating convergence instead of divergence in regional economic performance. For example, in 1940, Mississippians earned 27 percent of what Massachusetts residents made. By 1979, as convergence in regions worked to reduce inequality, they made 70

23. Wei, supra note 22, at 2 (“While labor tends to move to more developed regions with higher wages, capital tends to move to labor-intensive and more profitable sectors in less developed regions. This condition eventually equalizes wages and the price of capital and reduces regional income differentials.”).


25. See, e.g., id. at 245 (“Our empirical results document the existence of convergence in the sense that economies tend to grow faster in per capita terms when they are further below the steady-state position . . . . Over long samples, poor states tend to grow faster in per capita terms than rich states . . . .”); Ryan Nunn, Jana Parsons & Jay Shambaugh, The Geography of Prosperity, in PLACE-BASED POLICIES FOR SHARED ECONOMIC GROWTH 11, 16 (Jay Shambaugh & Ryan Nunn eds., 2018) [hereinafter PLACE-BASED POLICIES], https://www.hamiltonproject.org/assets/files/ES_THP_PBP_book_20190425.pdf [https://perma.cc/SD6T-DE3N] (charting convergence trends starting in 1929).

percent of their East Coast counterparts’ earnings.\textsuperscript{27} In the 1960s, during the period of convergence, the twenty-five richest metropolitan areas included many that would seem surprising today, such as “Rockford, Illinois; Milwaukee, Wisconsin; Ann Arbor, Michigan; Des Moines, Iowa; and Cleveland, Ohio.”\textsuperscript{28} Movement of both capital and labor between regions meant that the gap between the richest and poorest regions consistently declined over time.\textsuperscript{29}

That has changed. Cities with high concentrations of high-tech and other skilled workers, in particular, have far outperformed the rest of the country. For example, in 1980, the per capita income in Washington, D.C., was 29 percent higher than for the country as a whole.\textsuperscript{30} In 2013, it was 68 percent higher.\textsuperscript{31} San Francisco shows a similar trend, with per capita income rising from 50 percent above the national average to 88 percent above over the same period.\textsuperscript{32} Real GDP per worker has also diverged by region. In 1980, GDP per worker in coastal states and in the “eastern . . . and the western heartland” were clustered together, but since then, the coastal states have pulled away.\textsuperscript{33}

Another measure of this rising inequality is real estate values. According to Professor Richard Florida, out of the eleven thousand zip codes in America for which real estate data is readily available, only 160 have median home values over $1 million and 80 percent of those

\textsuperscript{27} Compare Per Capita Personal Income in Mississippi (MSPCPI), supra note 26 (recording $6,633 per capita personal income in 1979), with Per Capita Personal Income in Massachusetts (MAPCPI), supra note 26 (recording $9,481 per capita personal income in 1979).

\textsuperscript{28} See Longman, Bloom and Bust, supra note 18.

\textsuperscript{29} Cf Benjamin Austin, Edward Glaeser & Lawrence Summers, Jobs for the Heartland: Place-Based Policies in 21st-Century America, BROOKINGS PAPERS ON ECON. ACTIVITY, Spring 2018, at 151, 156 (noting that regional inequality has historically been tolerated in the United States due to the consistent corrective flow of labor to rich areas and the flow of capital to low-wage areas).

\textsuperscript{30} Longman, Bloom and Bust, supra note 18.

\textsuperscript{31} Id.

\textsuperscript{32} See id.

\textsuperscript{33} See Austin et al., supra note 29, at 170. Growth by region has also differed. See ECON. INNOVATION GRP., FROM GREAT RECESSION TO GREAT RESHUFFLING: CHARTING A DECADE OF CHANGE ACROSS AMERICAN COMMUNITIES 7 (2018) [hereinafter DISTRESSED COMMUNITIES INDEX], https://eig.org/wp-content/uploads/2018/10/2018-DCI-1-Column_101318_WEBV5.pdf [https://perma.cc/2WES-QHAK] (“Utah, however, stood out for both having the highest share of any state’s population living in a prosperous zip code . . . . Louisiana, New Mexico, and West Virginia . . . joined Alabama, Arkansas, and Mississippi to bring the number of states with approximately one-third or more of residents living in distressed communities to six.”).
were in and around New York, Los Angeles, and San Francisco. In a particularly striking visualization, Florida shows how many houses one could buy in different markets for the median price of a SoHo apartment in New York City: twenty in Nashville, thirty in Cleveland, and thirty-eight in Memphis.

In the face of rising spatial inequality, economists have pointed to economic forces that the neoclassical model ignored: agglomeration and globalization. The neoclassical model anticipates that congestion and higher land prices will eventually encourage capital to relocate to less expensive places. Agglomeration, however, creates an important countervailing force. Colocating businesses can lead to important synergies and other benefits. Silicon Valley’s specialization in technology is the most obvious example, but others—like fashion or banking in New York and health care in Boston—readily come to mind. The concentration of skilled workers in these places means that companies have a ready labor supply. Moreover, workers have options, allowing them to maximize the value of their skills. Importantly, in the current economy, the benefits of agglomeration appear to be much stronger for skilled than for unskilled jobs. As a result, places with a skilled workforce—like New York or San Francisco—become stickier for capital investments. In other words, it is much more difficult for businesses and industries that rely on skilled labor to relocate elsewhere to take advantage of lower costs. Economies with a large percentage of highly skilled jobs therefore become more resistant to the traditional convergence theory because capital does not relocate as easily.

34. Florida, supra note 1.
35. Id.
37. See, e.g., Peter Ganong & Daniel Shoag, Why Has Regional Income Convergence in the U.S. Declined?, 102 J. URB. ECON. 76, 78 (2017) (“Through most of the twentieth century, the returns net of housing costs to migrating from a low-income place to a high-income place were similar for low- and high-skill workers. . . . For these low-skill workers, rising house prices have eroded the gains from migration.”). This was not always the case. The agglomeration benefits of automobile manufacturing in Detroit appeared to generate benefits that were more widely shared for a significant part of the twentieth century. See, e.g., Andrés Rodriguez-Pose & Michael Storper, Housing, Urban Growth and Inequalities: The Limits to Deregulation and Upzoning in Reducing Economic and Spatial Inequality, 57 URB. STUD. 223, 230 (2019) (describing agglomeration in the manufacturing sector prior to de-agglomeration in the 1970s).
A second explanation for why convergence has not continued at pace is globalization. Due to the globalization of supply chains, convergence now occurs internationally more than intranationally. Where capital investments do not require a skilled workforce, they will tend to locate in the developing world instead of the American heartland, which is still relatively expensive compared to places like the Philippines or Mexico. That may produce some measure of global convergence, but it does little to address geographic inequality at the national level.

Since the COVID-19 pandemic began, some commentators have observed that accelerated adoption of videoconferencing and work-from-home policies might counter the agglomeration trend and facilitate convergence. If people can work from home effectively, they need not live in superstar cities. They could move to suburbs, exurbs, or even rural areas anywhere in the country. Though it is too early to tell whether the pandemic will catalyze a sustained movement toward remote work that is sufficient to counteract the forces of agglomeration, the extent to which this potential can be realized may itself likely depend upon regulatory choices, as we describe below.

B. Why Geographic Inequality Matters

Why is geographic inequality important? From an abstract perspective, it is not obvious why it matters whether economic activity is increasingly clustered in a few areas. But there are a number of drawbacks to geographic inequality, particularly in an economic, social, and political system whose—at least recent—baseline was relative convergence and equality. Widening geographic inequality comes with economic costs to individuals, communities, and the country. It brings a variety of social consequences—most notably in personal and public health—related to the breakdown of communities that are left behind. It poses serious challenges for maintaining a

38. See, e.g., Wei, supra note 22, at 3–5 (discussing globalization’s impact on regional inequality); HENDRICKSON ET AL., GEOGRAPHY OF DISCONTENT, supra note 18, at 4 (identifying globalization as a cause of slowing convergence).


representative government under our constitutional system. And it places the country at greater risk in the event of wars, emergencies, or crises.

1. Socioeconomic Consequences. Spatial inequality, and the increasing inaccessibility of thriving places to unskilled workers, has serious social and economic consequences across a variety of dimensions—from job availability to personal health. One recent comprehensive study calculates what it labels a “Vitality Index” for different counties. Based on a combination of median household income, poverty rate, life expectancy, prime-age employment-to-population ratio, housing vacancy, and the unemployment rate, the measure is intended to provide a kind of longitudinal snapshot of the “economic and social well-being in a county.” Using data going back to 1980, the study finds that: “On critical measures such as median household income, poverty, unemployment rates, and life expectancy, there exists a yawning gap between the best- and worst-performing communities.” Moreover, in the aggregate across the United States, “recent years have seen no convergence between poorer and richer counties.”

A Brookings Institute report finds that “unemployment rates are twice as high in the worst-performing counties.” In the recovery from the Great Recession of 2007, new business formation has also been concentrated in relatively few places. According to one study, the top quintile of zip codes has had more gains than the bottom 80 percent combined. The spatial mismatch between workers and jobs,

41. See Nunn et al., supra note 25, at 13.
42. Id. at 14.
44. Nunn et al., supra note 25, at 18. The report also notes that “it is newsworthy that struggling places have made unusually little headway in catching up with prospering places over the past few decades.” Id. at 16.
45. Id. at 12.
46. See DISTRESSED COMMUNITIES INDEX, supra note 33, at 16–17. As the Economic Innovation Group emphasized in their 2018 Report:

To underscore the geographic unevenness of new business formation over the recovery, consider that the country itself contained only 52,800 more business establishments in 2016 than it did in 2007, the product of the most dismal period of net business formation on record. Five counties alone surpassed that, with a combined 55,500 more businesses in 2016 than before the recession: Los Angeles, CA; Brooklyn, NY; Harris, TX (Houston); Queens, NY; and Miami-Dade, FL. Outside of those five
according to one recent study, has reduced GDP by $1.3 trillion, or over $8,000 per worker.\textsuperscript{47} Other studies pin the economic cost of the misallocation of labor to 2 percent of GDP.\textsuperscript{48}

Geographic inequality is also tied to racial inequality. Compared to the broader population, as Professors Bradley Hardy, Trevon Logan, and John Parman note, “Black households are far more likely to live in the South or in urban areas in the Midwest.”\textsuperscript{49} The geographic distribution of the Black population also remains linked to the pre-Civil War distribution of the Black population.\textsuperscript{50} This geographic distribution has important consequences. First, because many racist policies—from slavery to Jim Crow and beyond—had a geographic nexus and significant economic consequences, geographic inequality and racial inequality have long been connected. Moreover, the fact that the Black population is disproportionately concentrated in specific geographies means that economic shocks to these regions will have a disproportionate impact on the Black population. Researchers have thus observed that the maps of the Black population, poverty, and intergenerational economic mobility overlap to a troubling degree.\textsuperscript{51}

In principle, a spatial mismatch between workers and jobs can be remedied in two ways, which are not mutually exclusive: move workers to where the jobs are or move jobs to where the workers are. The liberalatarian consensus champions regulatory changes—in particular, loosening of land-use regulations—that would facilitate the former.\textsuperscript{52}

\textsuperscript{47} See Chang-Tai Hsieh & Enrico Moretti, \textit{Housing Constraints and Spatial Misallocation}, 11 \textit{AM. ECON. J.: MACROECONOMICS} 1, 26 & n.28 (2019) (“[C]hanging the housing supply regulation only in New York, San Jose, and San Francisco to that in the median US City . . . . The net effect is that US GDP in 2009 would be 8.9% higher under this counterfactual . . . .”); see also \textit{Urban Land: Space and the City}, ECONOMIST (Apr. 4, 2015), https://www.economist.com/leaders/2015/04/04/space-and-the-city [https://perma.cc/2W82-8SFR] (“Lifting all the barriers to urban growth in America could raise the country's GDP by between 6.5% and 13.5%, or by about $1 trillion-2 trillion.”).

\textsuperscript{48} See Edward Glaeser & Joseph Gyourko, \textit{The Economic Implications of Housing Supply}, 32 J. ECON. PERSPS. 3, 25 (2018); see also Been, supra note 36, at 230-31 (summarizing studies).

\textsuperscript{49} Bradley L. Hardy, Trevon D. Logan & John Parman, \textit{The Historical Role of Race and Policy for Regional Inequality, in Place-Based Policies}, supra note 25, at 43-44.

\textsuperscript{50} Id.

\textsuperscript{51} See id. at 45.

\textsuperscript{52} See, e.g., Hendrickson et al., \textit{Geography of Discontent, supra note 18, at 28 (“Policies that relax zoning restrictions will enable the construction of new housing units and bring down housing costs.”)}; Christopher Serkin, \textit{A Case for Zoning}, 96 NOTRE DAME L. REV. 749, 770
As we discuss in more detail below, these policies run the risk of exacerbating problems in left-behind places.

Classical theory predicts that wages in struggling areas will rise as workers migrate to booming areas.\textsuperscript{53} However, the composition of those workers matters for regional prosperity. Thriving places are not equally open to everyone. A disproportionate number of highly skilled workers move to thriving places, which results in a “brain drain” from struggling places. According to a recent report of the Joint Economic Committee:

[H]ighly-educated adults flowing to dynamic states with major metropolitan areas are, to a significant extent, leaving behind more rural and post-industrial states. This geographic sorting of the nation’s most-educated citizens may be among the factors driving economic stagnation—and declining social capital—in certain areas of the country.\textsuperscript{54}

This effect reinforces spatial inequality, because thriving places add to their educated workforce at the expense of struggling ones. The segregation by education is striking. As of 2018, nearly half of all residents in thriving places had at least a bachelor’s degree; in struggling places that number is closer to 15 percent.\textsuperscript{55} An educated population also produces positive externalities, whether in economic benefits or in social capital.\textsuperscript{56}

Additionally, economic stagnation and brain drain contribute to an erosion of the tax base in struggling places. Public spending to address problems associated with poverty also tends to be higher. This goes beyond the typical unemployment, disability, and other social
programs, many of which are at least partly funded intergovernmentally. High-poverty cities spend much more per capita on public functions like schools, police, and health services. The combination of a smaller tax base and higher expenses can result in dramatically higher property taxes, making it very expensive to live in a poor place. Detroit, famously, has among the highest property tax rates in the country.

These problems are self-reinforcing, and they have serious knock-on effects. As Professor Raj Chetty and his coauthors document, intergenerational mobility varies dramatically across areas within the United States. Upward mobility is very high in San Jose and San Francisco, but very low in Milwaukee. Measures of social capital and K–12 school quality, among other factors, are strongly associated with intergenerational mobility. Because brain drain and tax base erosion impair social capital and school funding, they very likely hinder upward mobility for children who grow up in left-behind areas.

As we have already noted, deteriorating conditions can lead to personal and health problems for those who live in left-behind places, including cardiovascular disease and opioid addiction. Professors Anne Case and Angus Deaton show that “mortality and morbidity among white non-Hispanic Americans in midlife” have been increasing in recent years. They refer to drug overdoses, suicides, and alcohol-

58. See Zachary D. Liscow, The Efficiency of Equity in Local Government Finance, 92 N.Y.U. L. Rev. 1828, 1831–32 (2017) (noting that, where schools are funded locally, people are discouraged from moving from rich to poor areas because they must then assume the burden of educating the poor).
59. See, e.g., Bernadette Atuahene & Timothy R. Hodge, Stategraft, 91 S. Cal. L. Rev. 263, 266 (2018) (“Detroit residents endure the highest property tax rates in Michigan and some of the highest in the country.”).
61. See id. at 1594 tbl.III.
62. See id. at 1557–58.
related liver mortality as “deaths of despair.” The despair that leads to these deaths comes not only from economic challenges but from “how people perceive meaning and satisfaction in their lives,” including factors like “distress, and the failure of life to turn out as expected.” Case and Deaton’s mapping of the geography of mortality and morbidity suggests that superstar cities may be less affected by these dynamics than even their surrounding areas, and these cities show significant regional disparities when it comes to deaths of despair.

2. Political Challenges. Geographic inequality also raises significant political challenges. In a representative democracy, government should be representative of the people. But given the design of the U.S. Constitution, increasing geographic inequality undermines the representativeness of the federal government. One obvious example is the Senate. The two senators from California, for example, represent some 40 million people; their counterparts from Wyoming, fewer than six hundred thousand. According to projections based on Census data, by 2040, 50 percent of the U.S. population will live in eight states. In other words, half the country will be represented by sixteen senators, and the other half by eighty-four. The Electoral College’s design has a similar consequence. Democrats have won the popular vote in seven of the last eight elections, yet have only held the presidency for five out of eight terms. These institutional biases filter through the Constitution’s system of checks and balances as well. The combined effect, for example, of presidential nomination and senatorial confirmation of...
Supreme Court Justices means that five Justices in the Court’s conservative majority were nominated by presidents who were first elected without a majority of public support, and four were confirmed by a Senate majority that represents a minority of the population. In each of the branches of government, geographic concentration in superstar cities will distort the representativeness of the federal government even further.

Of course, from a purely theoretical perspective, the politics of geographic inequality create an anomaly. The structure of the Senate, tied to the states, overrepresents rural areas. In theory, these areas’ disproportionate representation would give them an ability to promote policies that support rural communities. There are at least two explanations for why the theory has not borne out and why, instead, geographic inequality has widened despite the disproportionate power of representatives from these areas. The first is that representatives from rural areas got caught up in the fervor for deregulation in the 1970s and 1980s, accepted the claims of experts, and had their arms twisted by colleagues. There is some evidence for this explanation. In the 1970s, proponents of airline deregulation assured members of Congress from rural states that service to smaller communities would not deteriorate under deregulation. Many rural-state members of Congress went on to vote for deregulation in 1978. When service to smaller communities did in fact suffer, at least some of the lawmakers had second thoughts. In 1985, Senator Jim Sasser of Tennessee, who had voted for deregulation, noted airline deregulation’s adverse economic impact on his state and suggested that deregulation had fallen out of favor “in the Congress as House members and Senators see the air service into their [s]tates declining precipitously.” The next year, Senator Robert Byrd of West Virginia made the point emphatically:


72. See Stephen Breyer, Regulation and Its Reform 329–34 (1982) (documenting ways in which skeptical members of Congress were assured that introducing competition into the airline industry would not result in reduced service to smaller communities).


[T]his is one Senator who regrets that he voted for airline deregulation. It has penalized States like West Virginia, where many of the airlines pulled out quickly following deregulation and the prices zoomed into the stratosphere—doubled, tripled and, in some instances, quadrupled. So we have poorer air service and much more costly air service than we in West Virginia had prior to deregulation. I admit my error; I confess my unwisdom, and I am truly sorry for having voted for deregulation.

I would welcome the opportunity to vote for reregulation because we people in the rural States are paying the bill . . .

. . . I hope I shall have the opportunity to cast that [vote] one day; if that opportunity comes, I shall do it with a vengeance . . .

. . .

. . . I am afraid I shall continue to suffer until I have the opportunity to cast that vote and, at last, ease my conscience.  

In other words, some members of Congress appear not to have fully appreciated the consequences of the actions they were taking.

The second explanation is that elected representatives in recent decades have done a poor job of representing the majority of their constituents. In one study after another, political scientists show that members of Congress are more responsive to corporate interest groups and the wealthy than they are to ordinary voters. The wealthy vote and volunteer more often, and their interest groups lobby members of Congress more often. The wealthy are also more likely to serve in elected office. It is no surprise, then, that political scientists have shown that ordinary people have effectively no say over public policy outcomes. On this explanation, capture explains how policies exacerbated geographic inequality, even in spite of the skewed

77. See, e.g., KAY LEHMAN SCHLOZMAN, SIDNEY VERBA & HENRY E. BRADY, THE UNHEAVENLY CHORUS: UNEQUAL POLITICAL VOICE AND THE BROKEN PROMISE OF AMERICAN DEMOCRACY 6-7 (2012) (“[T]he average amount of political activity rises steeply across five quintiles of socio-economic status (SES).”).
78. See NICHOLAS CARNES, WHITE-COLLAR GOVERNMENT: THE HIDDEN ROLE OF CLASS IN ECONOMIC POLICY MAKING 4-7 (2013).
79. See, e.g., LARRY M. BARTELS, UNEQUAL DEMOCRACY 233-68 (2d ed. 2016) (showing that policy outcomes are responsive to the wealthy, rather than ordinary people); MARTIN GILENS, AFFLUENCE AND INFLUENCE: ECONOMIC INEQUALITY AND POLITICAL POWER IN AMERICA ch. 3 (2012) (same).
structure of the Senate. Of course, these two explanations are not mutually exclusive, and they both underscore the importance of seeing how policy choices shape geographic inequality.

3. National Security and Resilience Concerns. When military installations, industrial activity, or economic sectors are concentrated in a small number of locations, an attack by a foreign adversary or a natural disaster can have dire consequences. Geographic concentration has therefore long been understood to be a threat to national security and to domestic resilience. At the beginning of the Cold War, government officials described the “need for industrial dispersal,” given the dangers of nuclear war.\(^{80}\) Experts argued that cities and industry should be dispersed widely across geography to make it harder for an enemy to attack all of the major population centers and industrial areas,\(^{81}\) and because “space” was the only “known defense against the atomic bomb.”\(^{82}\) Notably, they also observed that distributing industrial activity across the country would help low-income places develop economically.\(^{83}\) This understanding was even codified into law: the Defense Production Act included a statement of policy—still on the books—that “the United States Government should encourage the geographic dispersal of industrial facilities in the United States to discourage the concentration of such productive facilities within limited geographic areas that are vulnerable to attack by an enemy of the United States.”\(^{84}\) Today, military strategists continue to emphasize the importance of “distributing” bases and aircraft around the country and adopting territorial fiber cables, given
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82. STAFF OF JOINT COMM., supra note 80, at 1.
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the dangers from long-range ballistic missile attacks and attacks on communication satellites.85

Geographic dispersal also has great benefits for resilience even outside of a full-on war. As one Congressional Research Service report puts it, “When infrastructure is physically concentrated in a limited geographic area it may be particularly vulnerable to geographic hazards such as natural disasters, epidemics, and certain kinds of terrorist attacks.”86 For example, an attack on the electrical grid or an extreme weather event hitting New York City could wreak havoc on the global financial system.87 Concentration in the tech sector in and around San Francisco means that supply chains for critical technologies are vulnerable to similar threats.88 To the extent that the future will be defined by climate shocks, pandemics, and cyberattacks,89 geographic dispersal may help prevent entire sectors from disruption if a single city or region is hit by crisis.

II. DEREGULATION AND GEOGRAPHIC INEQUALITY

In this Part, we argue that deregulatory policies have been a cause of geographic inequality. Throughout American history, but particularly in the mid-twentieth century era of geographic convergence, a variety of regulatory policies helped mitigate problems of geographic inequality. Some areas, such as transportation regulation and communications law, were designed with spatial equality in mind. The regulatory systems for these network and infrastructure industries used cross-subsidies to ensure geographic coverage and access to important services. We consider them in Sections A and B. In other

87. See, e.g., Ian Goldin & Mike Mariathasan, The Butterfly Defect: How Globalization Creates Systemic Risks, and What To Do About It 213 (2014) (“A group of banks that are co-located in a major financial district, such as Wall Street or Canary Wharf in London, poses a systemic risk if they were to be collectively affected by a major risk event, even if no one institution alone would be systemically significant.”).
areas, like trade law and policy, the policymaking process enabled policymakers to account for geographic impacts. Over time, as Section C describes, reforms to those procedures left a policymaking process that is less attentive to geographic impacts. In still other areas, like antitrust law and corporate consolidation policies, regulatory choices were understood to have the effect of ensuring vibrant local communities spread across a wide geography. In Section D, we show how this sector prioritized the macroeconomic, community, and societal benefits of a more geographically equal society over greater corporate efficiency.

A. Transportation Regulation

The deregulation of U.S. transportation industries in the 1970s and 1980s is widely hailed as a major triumph of Chicago School economics. Federal regulations governing rates and entry in the railroad, airline, and motor carrier—trucking and intercity bus—industries were largely swept away in the Carter and Reagan administrations. In the Chicago view, such regulations were needless and counterproductive—poor substitutes for the disciplining power of competition. Famed economist-cum-deregulator Alfred Kahn fought tirelessly to introduce competition into the U.S transportation industries in pursuit of marginal cost pricing. Under standard economic theory, marginal cost pricing is consistent with efficient resource allocation.

In long-distance transportation industries, marginal cost pricing means higher prices for more remote locations relative to more densely populated areas—almost by definition. Transportation providers can
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exploit greater economies of scale along high-volume routes, resulting in lower unit cost structures on these routes. By contrast, in low-density areas that generate lower overall demand for transportation services, cost structures (and hence prices) are higher—if, indeed, service can be sustained at all by unregulated private providers. Consequently, marginal cost pricing in long-distance transportation services reinforces the agglomeration of economic activity, because those services are a key input into many types of investment-supported activities. For example, under marginal cost pricing, businesses located in more populous areas benefit from lower transportation costs in shipping goods to distant markets relative to their peers in less dense areas.95

Key aspects of federal transportation regulation—prior to its evisceration—had the purpose and effect of reducing or eliminating such pricing and service differentials. The basic design mechanism was internal cross-subsidization: using profits from high-volume routes to subsidize service elsewhere.96 For such cross-subsidies to work, the law had to restrict entry into these industries in order to prevent “cream skimming” entry along lower-cost, high-volume routes.97 With entry restriction in place, prices on these high-volume routes could be held above marginal cost, resulting in profits that could be redeployed—under regulatory supervision—to reduce prices on other routes.

Such cross-subsidies were a key feature of U.S. federal railroad, motor carrier, and airline regulation for much of the twentieth century. In 1906, Congress empowered the Interstate Commerce Commission (“ICC”) to regulate railroad rates.98 Congress augmented these powers in 1920 by giving the ICC control over entry into and exit from rail service.99 The ICC used these powers to cross-subsidize rail service in more remote areas, resulting in prices below cost in those areas.100

95. Also, less dense places are not as able to sustain multiple competing carriers, making monopoly or oligopoly pricing more prevalent.
97. See id. at 533.
Motor carrier regulation followed a similar model. With the enactment of the Motor Carrier Act of 1935, the trucking and intercity bus industries came under the ICC’s regulatory purview.\(^{101}\) The ICC regulated rates and entry in the motor carrier industry and required motor carriers to serve off-line points.\(^{102}\) If a carrier failed to meet these service obligations, the ICC would suspend its authority to operate.\(^{103}\) To implement cross-subsidies, the ICC awarded profitable routes to offset losses on money-losing routes.\(^{104}\) As for air travel, the Civil Aeronautics Act of 1938 applied the same model to the nascent airline industry.\(^{105}\) The Civil Aeronautics Board (“CAB”) regulated entry and rates, and it implemented an “equal fares for equal miles” rate structure.\(^{106}\) Regulators allocated routes with a view toward offsetting unprofitable routes with profitable ones.\(^{107}\)

In a remarkable 1971 article analyzing this mode of regulation, then-Professor Richard Posner noted that “it would appear that the primary effect of such a program is . . . to extend the service to classes of customers and geographical areas that might not be served in a free market.”\(^{108}\) He went on to suggest that this regulatory model may be motivated in part by “concern with geographic concentration of population and economic activity. A program of internal subsidies that denies the cost advantages of proximity and density, as is often the case, encourages greater geographic dispersion.”\(^{109}\)

\(\text{\textsuperscript{103}}\) See id.
\(\text{\textsuperscript{104}}\) See id.
\(\text{\textsuperscript{106}}\) Breyer, supra note 72, at 212.
\(\text{\textsuperscript{107}}\) Id. at 213.
\(\text{\textsuperscript{109}}\) Id.
To the extent that this regulatory model promotes geographic dispersion, its repeal should do the opposite—promote geographic concentration. Congress in 1958 relaxed exit restrictions in passenger, as opposed to freight, rail service, allowing railways greater discretion in discontinuing service along unprofitable routes. The legislation also gave the ICC the power to overturn decisions of state public utility commissions (“PUCs”), if those commissions blocked rail companies’ attempts to discontinue service. In other words, Congress allowed the ICC to accelerate the elimination of passenger service over the objections of state PUCs. A flurry of additional legislation between 1973 and 1980 replicated for freight rail service what had already been done on the passenger side—namely, it made exit much easier. Deregulation prompted railways to discontinue service along many routes and to altogether abandon many rail lines. The results were devastating for many rural and smaller communities whose economic well-being depended on rail service.

Deregulation of the motor carrier industry followed the same script and had the same effects. Congress enacted legislation in 1980 that sharply curtailed the ICC’s authority to regulate entry, exit, and rates in the trucking industry. Although continued state regulation of trucking blunted the impact of federal deregulation, there is some evidence that some small communities lost service as a result and that pricing differentials between small and large communities widened.

111. Id. at sec. 5, § 13a(2), 72 Stat. at 572.
113. See Dooley & Thoms, supra note 112, at 46 (“Under ICC review, the number of passenger trains fell by 60 percent between 1958 and 1970 . . . .”); id. at 18 (“From 1970 to 1988, the ICC granted certificates of abandonment for 39,993 miles of road . . . .”).
114. See Paul Stephen Dempsey, The Dark Side of Deregulation: Its Impact on Small Communities, 39 ADMIN. L. REV. 445, 451 (1987) [hereinafter Dempsey, Dark Side of Deregulation] (“The impact of a rail abandonment upon a community was, and is, devastating, for when the line is gone, it is usually gone forever. Many of the ghost towns of the West owe their demise to the decision of the railroads to terminate service.”).
As for the intercity bus industry, the Bus Regulatory Reform Act of 1982 practically eliminated regulatory restrictions on service discontinuance. As it had done with railroads, Congress gave the ICC the authority to overrule state PUCs if they denied bus companies’ applications to discontinue service. In the run-up to bus deregulation, the president of Greyhound grimly noted that “the rural areas are going to have to suffer.” He was right. After deregulation, small towns lost intercity bus service by the thousands. A former senator concluded in 1984 that “[b]us deregulation has had a devastating impact on rural America.” Even Alfred Kahn would later have second thoughts when it came to intercity busing: “I’m not sure I would ever have deregulated the buses because the bus is a lifeline of many small communities for people just to get to the doctor or to the Social Security office.”

Airline deregulation mirrored that of railways and motor carriers. Under the leadership of Kahn—who President Jimmy Carter installed as its chairman in 1977—the CAB started deregulating airline entry and rates through administrative action. The coup de grâce was administered the following year with the enactment of the Airline Deregulation Act of 1978, which put the CAB itself on a path to dissolution. The end of economic regulation of airlines, combined with lax antitrust enforcement following deregulation, led to sharp
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service reductions and price increases for flights to and from many
small and midsize cities. Such cities also offered fewer direct flights
as the industry shifted rapidly from a point-to-point to a hub-and-spoke
organizational model. Flights in and out of inland cities like Memphis
and Cincinnati, are now far more expensive per mile than those out of
San Francisco or New York. Such disparities were forbidden prior to
deregulation. Because travel to and from such inland cities has become
much more expensive and inconvenient, corporate headquarters have
fled. These cities have also lost annual conventions and the tourism
dollars that came with them, and countless new businesses have
decided to invest, slowing economic growth and development. "Today,"
noted one 2012 study, "such major heartland cities as Cincinnati, St.
Louis, Pittsburgh, and Memphis are increasingly cut off from each other
and the global economy due to drastically curtailed airline service and
monopolistic fares."
In the freight rail and airline sectors, Congress sought to soften deregulation’s blow to smaller communities by providing direct subsidies for service continuance.\(^{132}\) Nonetheless, as described above, small communities lost service. In the airline sector, some small cities, like Cheyenne, Wyoming, and Columbia, Missouri, are now paying airlines to offer occasional service.\(^{133}\) And federal funding for Local Rail Freight Assistance is no longer available.\(^{134}\)

This shift toward (paltry) direct subsidies raises a subtle but crucial point about institutional design. Posner recognized that economic regulation can be interpreted as a method of public finance; he described internal cross-subsidies as a method for “delegation of minor taxing functions to regulatory agencies.”\(^{135}\) But Posner did not fully explore the ramifications of this delegation. One notable feature of internal cross-subsidies—not shared by direct subsidies—is that they sidestep the vagaries of annual legislative appropriations. Cross-subsidies are thus insulated to some degree from politics; infrastructure resources that are subject to this mode of regulation become self-contained systems. Because cross-subsidies bypass appropriations, they are likely to be more durable than direct subsidies. Hence, “taxation by regulation,” to use Posner’s phrase,\(^{136}\) is a type of commitment device. To the extent that cross-subsidies are more durable than direct subsidies, they will better encourage ex ante investment in infrastructure-dependent business activities, thereby contributing to economic growth and development in remote locales. The demise of
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this regulatory model should therefore be considered an important contributor to widening regional inequality.\textsuperscript{137}

\textbf{B. Communications Law}

Transportation systems and communications systems have much in common. Both are typically spatially expansive and characterized by high fixed costs and low marginal costs. Both are network-type resources that promote connectivity. Both are “infrastructural,” meaning they are crucial inputs into productive activity, and therefore key catalysts for business investment and economic growth and development.\textsuperscript{138} It should not be surprising that, historically, the regulatory structures governing these two sectors have shared important features. Transportation and communications resources, together with certain energy resources, are the traditional “regulated industries” that have been subject—in the United States, anyway—to a distinctive regulatory apparatus governing rates, entry and exit, and service requirements.\textsuperscript{139}

This special regulatory apparatus remains firmly entrenched at the local level in the United States, via public utility regulation. Regulators generally require electric and gas utilities to offer adequate service to everyone residing in their franchise area, even if this means that the utility must make money-losing investments in physical plants.\textsuperscript{140} Utilities typically are not permitted to charge higher prices to consumers residing in sections of the franchise area that are more costly to reach.\textsuperscript{141} This departure from marginal cost pricing is


\textsuperscript{138} See \textit{Brett M. Frischmann, Infrastructure: The Social Value of Shared Resources} xiv, 3-9 (2012).
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\textsuperscript{140} E.g., \textit{Pierce & Gellhorn}, supra note 139, at 217.

\textsuperscript{141} See \textit{id}.
understood to be a term of the “regulatory compact” governing the utility.\textsuperscript{142} State regulators treat providers of local telephone service similarly. Telephone companies must generally abide by uniform rate structures within their franchise areas; harder-to-reach customers may not be charged higher prices.\textsuperscript{143} As shown above, this basic regulatory structure once governed U.S. transportation industries at the federal level, on a state-spanning basis. As described below, a similar model once applied to portions of the communications sector.

These systems were all patterned after a common prototype—the venerable, centuries-old communications network of the U.S. postal system. The Post Office Act of 1792\textsuperscript{144} was designed to ensure broad geographic coverage. Legislators understood from the outset that many postal routes would be money-losers.\textsuperscript{145} By design, thinly settled areas in the South and West received substantial cross-subsidies from the population centers.\textsuperscript{146} The U.S. postal system still works this way, with internal cross-subsidies ensuring the provision of postal services to every community, no matter how remote.\textsuperscript{147} Uniform domestic
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\item \textsuperscript{145} RICHARD R. JOHN, \textit{SPREADING THE NEWS: THE AMERICAN POSTAL SYSTEM FROM FRANKLIN TO MORSE 49 (1995).}
postal pricing has been in place since 1863.148 Thus, mailing longer distances or to more far-flung locations cannot be up-charged.149 Postal rates, in other words, are not keyed to marginal cost. These principles have been reaffirmed over the years by Congress150 and by the U.S. Postal Service.151 Further, federal statutes restrict entry into competing lines of business in order to limit cream-skimming, which would undermine the system’s cross-subsidies.152

Congress fashioned telecommunications regulation after the postal system. In 1910, Congress designated telegraph and telephone companies to be “common carriers” and gave the ICC jurisdiction over them.153 That same year, seeing the regulatory writing on the wall, AT&T voluntarily adopted the mantra of “universal service.”154 At the behest of state PUCs, statewide rate averaging followed soon thereafter, thereby delivering cross-subsidies to telephone customers in more remote regions within states.155 Universal service became explicit federal policy with the Communications Act of 1934, which
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created the Federal Communications Commission ("FCC"). The lead sentence of the Act states that its purpose is to regulate the communications industry "so as to make available, so far as possible, to all the people of the United States a rapid, efficient, Nation-wide, and world-wide wire and radio communication service with adequate facilities at reasonable charges." The FCC soon extended regulatory policies that had been spearheaded by state PUCs to the federal level. Just as the CAB had required equal fares for equal miles in the airline industry, the FCC in the 1940s imposed a policy of equal charges for equal services, resulting in nationwide average pricing. Across the nation, rural and small-town telephone users benefited. Regulation thus promoted the build-out of landline networks to create a practically universal system—an achievement that survived the forced break-up of AT&T in 1984 and subsequent deregulatory telecommunications regulation.

Over the past two decades, the action has shifted away from landline telephony and toward new communications services—specifically, cellular phone and broadband internet services. In these areas, the New Deal-era model of infrastructure regulation—which prioritized universal service through cross-subsidization—has not been brought to bear. The results are predictable: profound regional disparities in service quality and availability. Many rural areas in the United States lack reliable cellular phone service, or any service at all. The FCC expects to disburse "universal service" subsidies to
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promote mobile services in rural areas over the next decade, but the impact of this program remains to be seen.163 (If comparable approaches in the railroad and airline industries are any guide, the effects will be modest at best.164) As for high-speed broadband, over 30 percent of rural Americans do not have access to it at home.165 When rural consumers do have access to broadband services, it is often expensive and low quality.166 The situation persists notwithstanding federal government initiatives to promote rural broadband.167 Lack of accessible, affordable broadband significantly decreases property values.168

Communications services, like transportation services, are crucial inputs into economic growth and development. There are good reasons to believe that better communications infrastructure would promote economic activity in rural communities and smaller cities. In this vein, the experience of Chattanooga, Tennessee, is illuminating. It began offering municipal broadband in 2010.169 By 2016, the city was offering
its residents ultra-high-speed 1 gigabit internet service for $70 a month and blazing 10 gigabit service for $300 a month.170 Small businesses and startups have flourished as a result.171 According to the mayor who ushered in the program, municipal broadband “has restored our luster and given us a new lever to pull that has tied us to the next century, rather than the steam and smoke of the old century.”172

When it comes to mobile phone and broadband internet services, the federal regulatory model that prevailed in U.S. transportation and communications industries during the mid-twentieth century points to a path not taken. Cross-subsidies within regulated infrastructural systems can be powerful tools to promote geographic dispersion of business investment and economic activity. By contrast, current approaches serve to reinforce the economics of agglomeration and feed into growing geographic inequality.

C. The Political Economy of Trade Policy

By the turn of the twenty-first century, economists had come to a four-part consensus about liberalizing trade regulations.173 First, they believed that liberalizing trade was not a major factor contributing to declining employment levels in the United States or to rising economic inequality.174 Second, workers displaced by increased global trade could easily relocate to other areas within the United States.175 Third, to the extent trade harmed American workers, it would harm all low-wage workers, not simply those whose jobs were disproportionately tied
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to trade. And finally, to the extent greater international trade had an effect on wages, the impacts would be national, not focused in particular locales. Over the past decade, economists have increasingly questioned these assumptions—and research now shows that the policy choice to liberalize trade regulations has had significant geographic impacts.

Perhaps the most attention has gone to a series of important papers by Professors David Autor, David Dorn, and Gordon Hanson. Autor and his coauthors demonstrate that in areas that were affected by import-competition from China, unemployment increased, labor force participation decreased, wages declined, and people increased their reliance on disability and other welfare benefits. Notably, wages and employment were impacted throughout these communities, rather than just in the manufacturing sector. They also show that the communities that were hit by this “China Shock,” which accelerated after that country’s accession to the World Trade Organization in 2001, had a hard time bouncing back. Wages and unemployment rates remained depressed “for at least a full decade after the China trade shock.” And these workers had lower lifetime income and rotated through jobs more often.

In other words, trade liberalization exacerbated geographic inequality. This is not surprising. Economic sectors are not distributed evenly across geography, particularly in a large country like the United States. As a result, trade-based changes in a particular sector will disproportionately impact certain geographic areas. Further, hard-hit areas will intuitively have a difficult time bouncing back from trade-related shocks. It is challenging for workers to retrain or relocate, and
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there are powerful family-related and emotional reasons people stay in their communities. There can also be no assurance that new capital will replace departing employment. If anything, agglomeration theory might suggest the opposite; businesses might prefer to locate in areas that are largely successful and can draw talent.

Trade’s impact on particular geographies and sectors has disproportionately affected specific communities, which can also contribute to racial inequality. “Some areas with disproportionately high Black populations—including northern Mississippi, western Tennessee, central regions of Virginia, and cities such as Gary, Indiana, and Youngstown, Ohio,” Daniella Zessoules observes, “have suffered from job displacement due to...[the] ‘China shock.’”184 Black workers are also disproportionately represented in motor vehicle and tire manufacturing, comprising 16.7 and 17.4 percent of manufacturing workers in those sectors, compared to 12.3 percent of manufacturing workers overall.185 Thus, when these geographically concentrated sectors get hit by offshoring, the impacts widen both geographic inequality and racial inequality.

And yet, though choices about trade policy undoubtedly affect geographic inequality, in recent years the trade policymaking process has been relatively inattentive to the geographic inequality problem. It was not always this way. The constitutional underpinnings of trade policymaking create a process that once took geographic consequences extremely seriously. Article I of the Constitution gives Congress the power to “regulate Commerce with foreign Nations,” “lay and collect Taxes, Duties, Imposts and Excises,” raise revenue, and make any laws “necessary and proper” for implementing the powers of the government.186 Individually and together, these powers give Congress—rather than the president—the leading authority over trade issues. This distribution of constitutional powers is significant because Congress reflects the geographic diversity of the country far better than does the presidency.187 Members of Congress represent specific constituencies, with their own distinct economic interests and needs,

185. Id. at 2.
and because members of the House are elected with great frequency, they are tied more closely to the preferences of their constituents than is the president. Indeed, James Madison thought that the local expertise and attachments of Congress made it the appropriate locus for trade policymaking: “How can foreign trade be properly regulated by uniform laws,” he asked in *Federalist 53*, “without some acquaintance with the commerce, the ports, the usages, and the regulations of the different States?”

As a result of this initial constitutional design, Congress was the dominant force setting tariff rates across sectors for the first century of American history. Local politics, protectionism, and horse-trading were central to the story during this era. But while commentators today almost uniformly criticize this approach, the constitutional design meant that policymaking accounted for the geographic consequences of trade policy. This is partly why the ferocious tariff battles of the nineteenth century had cleavages along geographic fault lines, between the North, the South, and the West. People knew that tariff policies would affect each sector differently and that this would have significant impacts on local economies. These divides then played out in Congress, in the form of battles over tariff rates for different sectors.

Over time, and particularly in the mid-twentieth century, Congress increasingly delegated trade policymaking authority to the president. The 1934 Reciprocal Trade Agreements Act gave the
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president considerable power to lower tariff rates in the midst of the Great Depression, and in the post-World War II era, Congress repeatedly refused to endorse the General Agreement on Tariffs and Trade while crafting policies that would rein in the delegated tariff powers.197 With the Trade Act of 1974, however, this general approach changed. Congress granted the president power to negotiate “nontariff barriers”—regulatory and other policies that have an impact on trade—and adopted a “fast-track” process that functionally meant that Congress abandoned the field of trade policymaking.198 Under this process, Congress takes an up-or-down, all-or-nothing vote on a trade agreement.199 Fast-track includes no opportunity for renegotiating the agreement, addressing specific geographic concerns, or making other reforms to address dislocations.200 It also undermines the negotiating posture of representatives whose constituents are on the losing side of trade agreements. Once the agreement is passed, members of Congress from districts that will be made worse off lose their leverage to gain concessions or win redistributive policies.201

At the same time, the shift to trade policymaking in the executive branch was not accompanied by a replacement for the process-based approach to taking account of geographic considerations. The U.S. International Trade Commission (“ITC”), for example, publishes studies on the sectoral impact of trade agreements.202 These studies can run into the hundreds of pages, and they offer granular predictions on the impacts of a proposed agreement on a specific sector.203 The ITC is also mandated by law to assess the impact on workers, employment, profits, and other economic factors from a national perspective.204 But it is not required to consider the geographic impact that provisions in a

197. Id. at 601–06.
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trade agreement might have. It is a policy choice not to consider this factor—and not to address the consequences of these agreements.

The argument here is not that trade policy should go back to the nineteenth-century approach of the House of Representatives log-rolling and micromanaging tariff rates. There are still powerful arguments based on expertise and managerial efficiency for having the executive branch take the lead in negotiating trade agreements. Rather, our argument is that trade has consequences for geographic inequality and that these are a function of legal and policy choices. Trade policymaking once took account of geographic consequences because Congress played the leading role in setting tariff rates. With the shift to greater presidential control in the 1970s, Congress did not incorporate this factor into the trade policymaking process, rendering it less able to account for the geographic consequences of trade liberalization.

D. Antitrust and Corporate Consolidation

In recent years, scholars and commentators across the political spectrum have come to accept that America has a concentration problem—in sector after sector of the economy, a small number of firms has a disproportionate share of market power. As a result, there has been increased interest in more aggressive antitrust regulations and enforcement. Commentators have argued that lax antitrust enforcement has been a problem for new business formation, wages, and inequality—but there has been far less attention to its


impact on geographic inequality. As with the other areas of regulatory policy, the shift toward a more permissive antitrust environment—and more broadly, deregulatory policies that facilitated mergers and corporate concentration and consolidation—has been one of the sources of geographic inequality. When markets are not concentrated, firms will be smaller in size and spread across the country, distributing wealth, employment, and a variety of important local economic and civic benefits in the process. Historically, a number of legal regimes from anti-chain store laws, to banking regulations, to antitrust law itself, promoted geographic dispersal in the economy.

In the 1920s, chain stores gained increased market share over American retail, with companies like A&P and J.C. Penney spreading in scope and dominance across communities. The motley anti-chain store coalition was concerned about the decline of local shopkeepers and the economic, social, and political impact it would have on local communities. “Chain groceries, chain dry-goods stores, chain clothing stores,” then-Senator and future Supreme Court Justice Hugo Black said in 1930, “here today and merged tomorrow—grow in size and power.” He continued,

We are rapidly becoming a nation of a few business masters and many clerks and servants. The local man and merchant is passing and his community loses his contribution to local affairs as an independent thinker and executive. A few of these useful citizens, thus supplanted, become clerks of the great chain machines, at inadequate salaries,
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while many enter the growing ranks of the unemployed. A wild craze
for efficiency in production, sale and distribution has swept over the
land, increasing the number of unemployed, building up a caste
system, dangerous to any government.\textsuperscript{212}

By the time of Black’s remarks, the movement had grown in
power and soon found surprising success at both the state and federal
levels. Indiana passed a tax on chain stores in 1929, and after the
Supreme Court upheld it,\textsuperscript{213} other states followed. Between 1931 and
1937, twenty-six more states passed anti-chain store laws.\textsuperscript{214} Congress
also took action to reform the antitrust laws in response to pressure
from the anti-chain store movement. Congress directed the FTC to
conduct investigations, with reports trickling out over a six-year
period.\textsuperscript{215} Hearings began in 1935, ultimately leading to the Robinson-
Patman Act of 1936, which revised the Clayton Antitrust Act.\textsuperscript{216} The
purpose, advocates argued, was to ensure that manufacturers and
suppliers couldn’t give unfair discounts to chain stores that were
unavailable to independent retailers.\textsuperscript{217} This would, they argued,
preserve local businesses from the spread of chains with distant
headquarters and owners.\textsuperscript{218}

That same year, Congress also passed the Miller-Tydings Act,\textsuperscript{219}
which was designed to overturn the Supreme Court’s decision in \textit{Dr.
Miles Medical Co. v. John D. Park \& Sons Co.}.\textsuperscript{220} In that case, the
Supreme Court interpreted the Sherman Act to prohibit resale price
maintenance—the practice of a manufacturer setting a price floor,
below which retailers could not sell.\textsuperscript{221} Manufacturers were concerned
with brand value; small independent retailers were concerned about
being undercut on price.\textsuperscript{222} Large chains could offer loss-leaders and

\begin{footnotesize}
\textsuperscript{212} Id. at 1239–40.
\textsuperscript{213} State Bd. of Tax Comm’rs v. Jackson, 283 U.S. 527, 542–43 (1931).
\textsuperscript{214} Schragger, \textit{supra} note 209, at 1014.
\textsuperscript{215} Id. at 1061.
\textsuperscript{216} Id. at 1062 (citing Robinson-Patman Act of 1936, ch. 592, 49 Stat. 1526 (codified as
\textsuperscript{217} Id. at 1063.
\textsuperscript{218} Id.
\textsuperscript{219} Miller-Tydings Fair Trade Act, ch. 690, tit. VIII, 50 Stat. 673, 693–94 (1937) (codified as
\textsuperscript{220} Dr. Miles Med. Co. v. John D. Park \& Sons Co., 220 U.S. 373 (1911).
\textsuperscript{221} Id. at 405.
\textsuperscript{222} Schragger, \textit{supra} note 209, at 1064.
\end{footnotesize}
predatory prices in ways that the small retailers could not.\textsuperscript{223} Over the course of the 1930s, forty-two states passed laws allowing resale price maintenance.\textsuperscript{224} Miller-Tydings was an attempt to ensure that the federal antitrust laws would not be a barrier to regulating what advocates said was unfair competition against small retailers.\textsuperscript{225} It would be forty years before Congress repealed Miller-Tydings in 1975, ostensibly to help consumers.\textsuperscript{226}

As a second example, consider the geographic consequences of the structure of banking regulations in the middle of the twentieth century. In 1864, the National Bank Act gave rise to a system in which banks were chartered at either the state or federal level, and federally chartered banks were not allowed to have branches.\textsuperscript{227} After states started allowing state-chartered banks to create intrastate branches in the early twentieth century, Congress passed the 1927 McFadden Act and subsequent amendments, permitting federally chartered banks to engage in intra-state branch banking on equal terms as states offered their banks.\textsuperscript{228} In this era, banking was geographically constrained—in some cases, to an extreme degree because of state rules regarding branch banking. The Illinois Constitution of 1870, for example, banned branch banking intrastate, and this prohibition held for a century.\textsuperscript{229} The state began to water down the limitation in 1976, and it was not until 1993 that Illinois permitted unlimited branch banking.\textsuperscript{230} When banks began to circumvent branching rules in the mid-twentieth century by creating bank holding companies, Congress intervened and largely closed this loophole with the Bank Holding Company Act of
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It was not until the 1994 Riegle-Neal Interstate Banking and Branching Efficiency Act, which deregulated this geographically restrictive system, that limitations on branch banking came to an end.\textsuperscript{232}

In the regulated system, rather than a few “too big to fail” nationwide banks, there were many small- and medium-sized banks throughout the country. The existence of smaller financial institutions meant a variety of benefits for local communities. Consider a hypothetical Bank of Middle Tennessee (“BMT”) headquartered in Nashville, Tennessee. BMT would have a president and senior managers who get paid very well for their region. But after deregulation, if Chase Bank can buy up BMT and consolidate all executive functions at its New York City headquarters, those jobs go away. What is left are lower-paid, less-skilled branch managers and tellers. The consequences of this simple headquarters consolidation—usually justified as creating economic efficiencies—are significant for a local community and for national trends on inequality. The president of the local bank might have been rich by community standards, but the CEO of Chase takes home far more than a local banker would ever have seen. The profits of BMT shift from the greater Nashville area to Chase Bank’s shareholders.\textsuperscript{233} Economic spillovers dry up—higher-income local executives no longer contribute to local consumption and the local tax base because those jobs are gone. The business’s local contractors and consultants no longer have as much work. Small businesses in the area find it harder to get loans.\textsuperscript{234} The region also loses civic and community leaders and the philanthropy of those individuals.

\textsuperscript{231} See Bank Holding Company Act of 1956, Pub. L. No. 84-511, § 3(d), 70 Stat. 133, 135 (repealed 1994). For a thorough account of the origins and subsequent development of the Bank Holding Company Act, see Saule T. Omarova & Margaret E. Tahyar, That Which We Call a Bank: Revisiting the History of Bank Holding Company Regulation in the United States, 31 REV. BANKING & FIN. L. 113, 117 (2011) (“As originally enacted, the [Bank Holding Company Act] was designed primarily to restrict geographic expansion of large banking groups and to prevent excessive concentration in the commercial banking industry.”).
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and the local bank itself.\textsuperscript{235} And the worst thing is that each of these dynamics reinforces the others, creating a downward spiral in which other companies do not want to locate in the area because it no longer has a vibrant economy with a diversity of skill-based jobs.

These local effects were, at one point, an important motivating factor for American antitrust laws and anti-consolidation laws. In the antitrust context, for example, the 1950 Celler-Kefauver Amendments to § 7 of the Clayton Antitrust Act—also known as the Anti-Merger Act—were partly motivated by these local concerns.\textsuperscript{236} During the legislative debates on the bill, Representative Joseph Bryson of South Carolina noted that “under local management the legitimate profits of industry tend to remain at home and promote the well-being of the hometown. In contrast, under the new outside ownership, the profits are siphoned off to distant areas ....”\textsuperscript{237} He also commented that “[u]nder local ownership, there are strong social and civic ties that bind the community together.”\textsuperscript{238} Celler-Kefauver thus placed restrictions on corporate acquisitions.\textsuperscript{239}

In this earlier era, Supreme Court Justices from a range of ideological viewpoints also recognized the value of local ownership. In United States v. Falstaff Brewing Corp.,\textsuperscript{240} for example, Justice William O. Douglas argued that “the acquisition of local business units by out-of-state companies” could lead “local employment ... to suffer, local payrolls ... to drop off, and responsible entrepreneurs in counties and States [to be] replaced by clerks.”\textsuperscript{241} Justice Lewis Powell offered, in a 1982 concurrence, that when corporations merge and consolidate
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headquarters, “[M]anagement personnel—many of whom have provided community leadership—may move to the new corporate headquarters. Contributions to cultural, charitable, and educational life—both in terms of leadership and financial support—also tend to diminish when there is a move of corporate headquarters.”

Despite the widespread understanding of the link between antitrust, consolidation, and geographic inequality, starting in the 1970s, the Chicago School in antitrust law and economics pushed aside local considerations—among other things—in favor of efficiency as the sole goal of the antitrust laws. Then-Professor Robert Bork argued in The Antitrust Paradox that the very idea of local control as a factor in antitrust analysis was part of an “ancient and disreputable ‘social purpose’ theory of antitrust.” As antitrust law became focused solely on consumer welfare, as measured by prices and output, the impact of mergers on geographic inequality fell by the wayside, even though a simple analysis that measured the total costs and total benefits of a merger would include geographic considerations. After all, as antitrust expert Richard Brunell notes, “The costs of the negative externalities borne by a community losing a corporate headquarters through merger may well exceed the benefits of a merger, including any benefits that accrue to the headquarters city of the acquiring firm and any gains in operating efficiency.”

But the Chicago School’s new approach to antitrust excluded even these purely economic factors.

Indeed, antitrust law today considers geography only in the narrowest possible way. Prior to a court assessing whether a business practice has anticompetitive effects, it must determine the relevant market. Defining the market involves both determining what products are competitive with the product at issue and identifying the geographic market in which competition occurs. Over the last forty years, the antitrust agencies and the courts have taken different economic approaches to defining the geographic market, often with
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criticism from distinguished practitioners and jurists that they are unworkable and unreliable. But beyond the technical challenges of determining the geographic market, it is worth underscoring that the market definition exercise does not consider the geographic effects of mergers or anticompetitive policies—only the geographic scope in which the policies will be considered. From a geographic inequality perspective, this misses the problem: corporate consolidation and mergers can create geographic inequality, and antitrust law can help redress it.

III. CONSENSUS POLICY RESPONSES AND THEIR SHORTCOMINGS

So what can be done about geographic inequality? Distinguished commentators, including Nobel Prize–winning economist Paul Krugman, express skepticism that anything can be done. “There are powerful forces behind the . . . decline of rural America,” Krugman says, “and the truth is that nobody knows how to reverse those forces.” Indeed, Krugman has gone so far as to state that “[r]egional divergence is an invisible-hand phenomenon, caused by market forces rather than any deliberate policy.” Other scholars and policymakers, however, offer solutions to address the problem. In this Part, we first consider two of the most prominent policy suggestions: zoning reforms and place-based economic policies. We argue that the elite libertarian consensus on zoning deregulation cannot address the full scope of the problem of geographic inequality, will make some aspects of the problem worse, and may even have perverse consequences in some areas. We then argue that place-based economic policies offered by center-left and center-right economists are also unlikely to address
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the full scope of the problem, and that their technical solutions have a variety of downsides. Both of these approaches notably fail to fully account for regulatory policies that impact geographic inequality. Recent calls for a revival of industrial policy fare better, as they have the potential to jumpstart economies outside of superstar cities.

A. Zoning and Deregulation

1. The Liberaltarian Consensus. Geographic inequality has led to a nearly constant drumbeat for land-use reform.249 It is quickly becoming conventional wisdom among elite policymakers that the inaccessibility of superstar cities because of out-of-control housing prices is a critical public policy challenge.250 The problem, on this framing, is not geographic inequality per se, but rather a lack of mobility resulting largely—though not completely—from high housing costs in thriving places.251 Implicitly, in other words, the solution is giving everyone the opportunity to participate in the economies that are doing well.

In a competitive housing market, this problem should not exist. If workers are willing to pay some marginally higher price to relocate to successful high-wage places, then developers should increase housing supply to satisfy that demand and, in the process, keep housing costs low. Traditionally, local economic booms have been accompanied by significant housing development.252 In today’s superstar cities, that has not happened, and housing starts have actually declined year over year.


In an influential paper, economists Peter Ganong and Daniel Shoag blame zoning, arguing that the widespread proliferation of restrictive zoning and land-use regulations have prevented developers from meeting demand. The result is underproduction of housing relative to demand, increased housing costs, and reduced access to thriving places. When supply is constrained, developers will not compete away the value to housing consumers of living in a successful area. In economic terms, land-use regulations restricting housing supply mean that the marginal economic benefits of living in a place are capitalized into housing costs.

The prescription to this formulation of the problem is clear—increase housing supply in successful cities and decrease other regulatory barriers to entry. For this reason, land-use regulations have become a leading target to create more mobility and more opportunities for workers to move to thriving places. This attack on restrictive zoning crosses political boundaries and has become a rallying cry on both the right and the left.
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Conservative opposition to zoning and land-use regulation is neither surprising nor new. It follows decades of broad conservative opposition to land-use regulations and is consistent with skepticism about regulatory interventions into private market transactions. What is considerably more surprising is the extent to which the progressive left is increasingly on board with loosening zoning. The left has taken aim at “Not in My Back Yard” (“NIMBY”) opposition to new development in order to increase housing supply and to promote affordability, especially in the urban core. They label exclusionary zoning “opportunity hoarding” and challenge density restrictions and antigrowth measures of all sorts. In a recent comprehensive treatment, Professor Vicki Been observes that NIMBYism is no longer the exclusive domain of exclusionary suburbs but has invaded the


urban core, and she argues forcefully against it.\footnote{See Been, supra note 36, at 217-18, 229-30 (exploring increasing NIMBYism in cities and its resulting effect on urban housing costs).} It is quickly becoming liberal orthodoxy, at least among academics and elite policymakers, to promote density by removing zoning restrictions.\footnote{See, e.g., Anderson, supra note 63 (“Reducing the cost of housing in thriving regions, especially by removing density controls, is a critical step towards correcting the jobs-housing imbalance and allowing newcomers to these regions to capture and create economic growth.”); see also Vicki Been, Ingrid Gould Ellen & Katherine O’Regan, Supply Skepticism: Housing Supply and Affordability, 29 Hous. Pol’y Debate 25, 27-28 (2019) (reviewing economic literature and advocating for increasing housing supply).}

The attack on the density limits in traditional zoning has spread beyond academics and has taken root in policy circles,\footnote{See Jason Furman, Chairman, Council of Econ. Advisers, Barriers to Shared Growth: The Case of Land Use Regulation and Economic Rents 1 (Nov. 20, 2015), https://obamawhitehouse.archives.gov/sites/default/files/page/files/20151120_barriers_shared_growth_land_use_regulation_and_economic_rents.pdf [https://perma.cc/2VVX-JR4B] (“[E]xcessive or unnecessary land use or zoning regulations have consequences that go beyond the housing market to impede mobility and thus contribute to rising inequality and declining productivity growth.”).} as well as in the press.\footnote{See, e.g., Florida, supra note 1; Paul Krugman, Opinion, Inequality and the City, N.Y. Times (Nov. 30, 2015), https://nyti.ms/1Hzlkp8 [https://perma.cc/XS3R-CBMK] (“Yes, [zoning] is an issue on which you don’t have to be a conservative to believe that we have too much regulation.”); Matthew Yglesias, You Can’t Talk Housing Costs Without Talking About Zoning, SLATE (Dec. 10, 2013, 8:50 AM), https://slate.com/business/2013/12/housing-costs-it-s-the-zoning-stupid.html [https://perma.cc/L2TB-7C4B].}

It has also translated recently into some real changes in municipal zoning on the ground. The most striking examples to date are the efforts by Minneapolis and by the entire state of Oregon to eliminate single-family residential zones.\footnote{See, e.g., Benjamin Schneider, YIMBYs Defeated as California’s Transit Density Bill Stalls, BLOOMBERG CITYLAB (Apr. 18, 2018, 12:55 PM), https://www.citylab.com/equity/2018/04/californias-transit-density-bill-stalls/558341 [https://perma.cc/LPO5-UPBP].} This is an extraordinary move. It builds upon the “Yes in My Backyard” (“YIMBY”) movement in California, which has supported various reforms of density requirements throughout the state.\footnote{See, e.g., Liam Dillon, California Could Bring Radical Change to Single-Family-Home Neighborhoods, L.A. TIMES (May 13, 2019, 5:00 AM), https://www.latimes.com/politics/la-pol-ca-} San Francisco recently eliminated parking requirements for

\footnote{260. See Been, supra note 36, at 217-18, 229-30 (exploring increasing NIMBYism in cities and its resulting effect on urban housing costs).
261. See, e.g., Anderson, supra note 63 (“Reducing the cost of housing in thriving regions, especially by removing density controls, is a critical step towards correcting the jobs-housing imbalance and allowing newcomers to these regions to capture and create economic growth.”); see also Vicki Been, Ingrid Gould Ellen & Katherine O’Regan, Supply Skepticism: Housing Supply and Affordability, 29 Hous. Pol’y Debate 25, 27-28 (2019) (reviewing economic literature and advocating for increasing housing supply).
262. See Jason Furman, Chairman, Council of Econ. Advisers, Barriers to Shared Growth: The Case of Land Use Regulation and Economic Rents 1 (Nov. 20, 2015), https://obamawhitehouse.archives.gov/sites/default/files/page/files/20151120_barriers_shared_growth_land_use_regulation_and_economic_rents.pdf [https://perma.cc/2VVX-JR4B] (“[E]xcessive or unnecessary land use or zoning regulations have consequences that go beyond the housing market to impede mobility and thus contribute to rising inequality and declining productivity growth.”).
263. See, e.g., Florida, supra note 1; Paul Krugman, Opinion, Inequality and the City, N.Y. Times (Nov. 30, 2015), https://nyti.ms/1Hzlkp8 [https://perma.cc/XS3R-CBMK] (“Yes, [zoning] is an issue on which you don’t have to be a conservative to believe that we have too much regulation.”); Matthew Yglesias, You Can’t Talk Housing Costs Without Talking About Zoning, SLATE (Dec. 10, 2013, 8:50 AM), https://slate.com/business/2013/12/housing-costs-it-s-the-zoning-stupid.html [https://perma.cc/L2TB-7C4B].}

...
some new development, significantly increasing permissible density. Before that, the administration of New York City Mayor Bill de Blasio spearheaded a zoning change to remove mandatory parking spots for certain kinds of new development in order to increase density. Though these examples individually represent relatively modest changes to a land-use regulatory landscape that continues to impose significant development restrictions, the trend toward relaxing density limits appears to be gaining steam.

2. Critique of the Liberaltarian Consensus. Stepping back, the focus of these efforts to combat geographic inequality has been on lowering barriers to enter the relatively small number of thriving and dynamic urban centers. These include primarily limiting or eliminating traditional density restrictions, but also dismantling occupational licensing and other regulations that interfere with geographic mobility. The fix is focused on people, not places. Providing more people with access to economic success is an admirable goal, but it essentially gives up on the notion of a more evenly distributed geography of opportunity, writing off struggling places by making it easier to escape from them.

267. See Joshua Sabatini, Minimum Parking Requirements on Their Way Out in SF, S.F. EXAMINER (Dec. 4, 2018, 12:00 AM), http://www.sfexaminer.com/minimum-parking-requirements-way-sf [https://perma.cc/7JDS-AYW6].


270. Some people focus on both. See Nestor M. Davidson, Reconciling People and Place in Housing and Community Development Policy, 16 GEO. J. ON POVERTY L. & POL’Y 1, 6 (2009) (“Every policy that seeks to respond to the spatial concentration of poverty works through individuals.”).
A recent report from the Brookings Institution is a stark example. The authors divide their specific prescriptions into two sections: people-based and place-based. As with other libertarian efforts, people-based proposals focus primarily on lowering barriers to exit or, as they put it, “restoring more geographical mobility to the labor market.” The goal is to provide economic opportunity to those who find themselves in “left-behind places.” The authors call for identifying “10 or so medium-sized metropolitan areas [that] would compete for major federal investment and designation as a Rising Tech Hub or federal ‘tech pole.’” Those ten places are then supposed to throw off benefits for their respective regions. But this still relegates most of the country—both mid-sized cities and rural areas—to the unfortunate category of perennially left behind.

Indeed, mobility-focused, people-based strategies all suffer from a core set of problems. Fundamentally, they do not solve—but rather exacerbate—almost all of the pernicious consequences of geographic inequality described in Part I. Economists have shown that the deregulation of land-use controls in New York and California would shift people, jobs, and economic growth to superstar cities in those states and away from the Midwest, South, and Southwest. The data also show that national deregulation would have the same effect.

Reviewing this work, Florida comments:

271. See HENDRICKSON ET AL., GEOGRAPHY OF DISCONTENT, supra note 18, at 28 (“Policies that relax zoning restrictions will enable the construction of new housing units and bring down housing costs.”).

272. Id. at 26–27 (labeling sections “A place-based approach: Connect opportunity to workers,” and “A people-based approach: Connect workers to opportunity”).

273. Id. at 27.

274. See id. at 27–29 (describing proposal).

275. Id. at 27.

276. At the very least, this goal of geographic mobility that encourages moving to a few superstar cities is in tension with the policies seeking to support the places that are left behind. See, e.g., Nunn et al., supra note 25, at 38 (concluding that the problem of “disconnected economies with vastly different opportunities for economic advancement” within the United States is compounded by “a federal system that makes very different investments in local public goods depending on the resources of particular state and local governments”).


278. See id. (evaluating nationwide distortions from land-use regulation and modeling how deregulation would result in more people moving to New York and California).
Deregulating land use would make the most productive metros and states even more productive . . . . California and New York would be much better off, and have many more people and a greater share of economic output. But the gap between these few places and the rest of the country would be even wider than it already is.\footnote{279}

The proposed liberal libertarian solutions may make it easier for people to leave low-performing areas, but there are limits to the number of people a city can accommodate, even in the absence of zoning. Regulations, after all, are not the only source of restrictions on housing supply. There are physical limits as well. Whereas buildings can (almost\footnote{280}) always grow taller, infrastructure limits impose meaningful constraints on density.\footnote{281} Cities typically develop with surplus capacity in infrastructure like roads, water, wastewater, parks, and so forth. But that surplus is not infinite, and density can outstrip what a city is able to handle.\footnote{282} Roads can only grow so big and are difficult to widen after they have been built; mass transit is difficult to retrofit in a developed city and can even be difficult to upgrade and repair.\footnote{283} Most American cities still have considerable room to grow—at least in most neighborhoods—but there are limits to increasing supply. In the end, there will always be people living in “left-behind” places. This means that economic and social costs will still manifest in those areas, in addition to the significant—and with the liberal libertarian solution, increasing—distortions to representative democracy. By framing the problem narrowly in terms of mobility and the attendant solution of land-use reform, the liberal libertarian approach does not address the full scope of and problems with geographic inequality.

\footnote{282. See Foster, supra note 281, at 58–61.}
\footnote{283. See, e.g., Adam Pearce, *How 2 M.T.A. Decisions Pushed the Subway into Crisis*, N.Y. TIMES (May 9, 2018), https://nyti.ms/33eoKeH [https://perma.cc/5HL7-3MXQ].}
In addition to exacerbating geographic inequality, the liberal libertarian approach is likely to disproportionately benefit—as well as harm—specific groups. Unsurprisingly, not all people are likely to move at the same rate. Data from the Federal Reserve on internal migration show that white people are more likely to move than Black people, those with greater educational attainment are more likely to move than those with less, and higher-income people are more likely to move than lower-income people. Disproportionate effects tied to socioeconomic status appear in other ways as well. In opposite-sex couples, Professor Naomi Schoenbaum argues, “mobility brings lower levels of employment and income growth for wives” because husbands tend to be the drivers behind moving and women tend to be “trailing spouse[s].” Schoenbaum also points out that families who rely on nonmarket caregivers for childcare, like grandparents, are less likely to move. As a result, “[mobility most jeopardizes this type of . . . support for precisely those low-wage persons . . . that proponents of mobility think] should be moving more.”

The result is that the libertarian approach is likely to benefit white people of a higher socioeconomic status than other groups. Black people and people of a lower socioeconomic status are more likely to remain in left-behind places, along with all the attendant, negative consequences for their economic, social, and medical well-being. Zoning, of course, has pernicious distributive consequences of its own. The history of zoning is bound up with issues of race-based exclusion and the maintenance of de jure and de facto housing segregation. There is no doubt that zoning and land-use regulations continue to promote segregated housing patterns. But the pernicious
distributional effects of increased mobility suggest complicated tradeoffs; deregulating land use is not necessarily the cure-all it is sometimes painted to be.

Even on its own terms, the libertarians’ deregulatory solution raises challenges and produces costs that must also factor into any evaluation of the approach. Local governments use zoning and density limits to regulate the pace of community change. Deregulating—or significantly relaxing zoning restrictions—would blunt that tool. When people choose where to live, they are choosing not only a house or apartment but also a bundle of community characteristics that can include public services like schools, aesthetic qualities, social capital, and so forth. Sudden or dramatic changes in community character

290. See Serkin, supra note 52, at 771–82; Eric H. Steele, Participation and Rules—The Functioning of Zoning, 11 AM. BAR FOUND. RES. J. 709, 710 (1986) (“[Z]oning has evolved into a mechanism that conserves and protects existing residential communities by moderating the pace of development and change.”).


292. See LEE ANNE PENNELL, THE UNBOUNDED HOME 25 (2009) (“Buying a home means … buying a set of near neighbors, a neighborhood living environment, a particular degree
threaten to undermine those choices; the characteristics people thought they were selecting may rapidly disappear. In-place residents must then decide whether to live in a community that no longer satisfies their preferences or incur the costs of moving—in some cases, again. Both responses are potentially burdensome. And pressures of community change on in-place residents are not limited to these relatively abstract welfarist concerns. Gentrification of low-income communities can displace long-term residents. Zoning reduces all of those costs by limiting the pace and extent of community change over time.

It is worth noting that dramatically unlocking density and its attendant changes to the community also raises problems for one of the fundamental theories of local political accountability. In his pioneering work, economist Charles Tiebout hypothesized that local governments will provide efficient levels of public services even in the absence of price signals because housing consumers vote with their feet. According to his account—refined over decades in others’ work—people choose where to live based on the combination of property taxes and local “services,” broadly defined, and will sort into places of proximity to points of interest such as one’s workplace, a bundle of services and amenities provided by the local jurisdiction...f that imposes its own costs.

293. See Serkin, supra note 52, at 773 (“When people...remain in a place[] because of a certain set of characteristics, they will experience some disutility if those characteristics change. Of course, they could move to a place that is again more consistent with their preferences, but that imposes its own costs.”).

294. See, e.g., John Infranca, Differentiating Exclusionary Tendencies, 72 FLA. L. REV. 1271, 1285 (2020) (identifying “two key concerns expressed by residents of lower income urban neighborhoods facing new development: fear of displacement...and fear of significant change to neighborhood character”).

295. See Fennell, supra note 292, at 39 (“Land use controls...work as ‘product stabilizers,’ reducing the uncertainty associated with lengthy time horizons and fragmented, interdependent influences.”). See generally Serkin, supra note 52 (focusing on the pace of change).


that best satisfy their individual preferences. But this assumes relatively stable communities or costless movement between them. Instability in community character coupled with high costs of moving makes sorting more difficult and undermines the central feedback mechanism of foot-voting.

Additionally, deregulating zoning density limits might not actually result in less land-use regulation because property owners often have a kind of substitute for public zoning regulations: suburban homeowners’ associations (“HOAs”). If governments cannot satisfy housing consumers’ land-use preferences for relative stability, homeowners may find an alternative in the private governance of HOAs. Housing consumers want the ability to control neighboring property. As journalist Richard Babcock put it decades ago, “No one is enthusiastic about zoning except the people.”

For most homeowners, a house or an apartment represents their single largest asset, and they demand protection for the value of that investment, as well as protection for the use value of their home. Significant changes to the character of a community or neighborhood—including dramatically increased density—can interfere with those expectations, so people look for ways to control neighboring uses of property. If zoning cannot provide that stability, then homeowners may seek out private land-use controls, and they will often have to look to the suburbs to find them. The choice facing policymakers in the future, therefore, might not be between restrictive


299. Though the Tiebout model, as extended by Oates and others, allows for heterogeneity of housing stock, it still requires stability over time. See Wallace E. Oates, The Many Faces of the Tiebout Model, in THE TIEBOUT MODEL AT FIFTY 21, 28 (William A. Fischel ed., 2006) (“So long as the distribution of types of housing is stable over time, the differentials in tax bills become capitalized into property values so that the basic Tiebout outcome is preserved.”).


301. See WILLIAM A. FISCHEL, THE HOMEVOTER HYPOTHESIS 75 (2001) (“As a result of this enormous concentration of wealth in one asset, people who buy houses are more careful about it than almost any other episodic transaction . . . ”).
and relaxed zoning in the urban core; it might end up being between public zoning regulations and private suburban ones.

Consider Houston, Texas—the most famous example of an American city without zoning.\textsuperscript{302} Houston’s lack of zoning is something of a canard, however. While it has no central, government-based comprehensive zoning, most development occurs in subdivisions that are governed by private HOA rules, rules that are often more restrictive than in any zoning ordinance.\textsuperscript{303} This should not come as a surprise. People willingly give up some measure of freedom over their own property in exchange for the ability to regulate their neighbors’ property.\textsuperscript{304} This tradeoff is at the core of every HOA. If local governments cannot satisfy regulatory preferences for control over property, Houston is strong evidence that people will turn instead to private agreements like HOAs to create the community stability they want.

Some of the promise of deregulation is indeed on display in Texas’s most populous city.\textsuperscript{305} Housing prices have not increased in Houston at anywhere near the same pace as in other megacities, while population has grown dramatically.\textsuperscript{306} But the effect of reliance on


\textsuperscript{303} Professor Bernard Siegan explains the scale of the patchwork of private rules:

Officials in Houston estimate that there are 7,000 to 8,000 (perhaps as many as 10,000) individual subdivisions and separate sections of subdivisions each of which may be subject to restrictive covenants of varying kinds. There is general agreement that at one time or another the vast majority were probably subject to restrictive covenants and that most of these covenants are still in force.


\textsuperscript{304} Though no one likes to be told what they can and cannot do on their own property, everyone wants to be able to tell their neighbors what they can and cannot do on their own property. \textit{See} Christopher Serkin, \textit{Divergence in Land Use Regulations and Property Rights}, 92 S. Cal. L. Rev. 1055, 1078 (2019).


\textsuperscript{306} In a letter to then-Secretary of Housing and Urban Development Ben Carson, Policy Researcher Emily Hamilton lauded Houston’s housing prices:
private land-use controls is also on prominent display: Houston has markedly less density and more sprawl than other places. According to the last census, Houston’s population density is 266.1 housing units per square mile. Compared with Miami at 437.9, Philadelphia at 531.2, Boston at 681.4, or New York at 3,223.8, Houston is much less dense. More impressionistically, “As the nation’s fourth most populous city, Houston is clearly an urban center, and yet, the lifestyle it provides is largely suburban.”

By one measure, Houston has become less affordable than New York City, when factoring in transportation costs.

Of course, the form of development in Houston is not replicable in many places, and while we cannot be certain how other locales will adapt, development pressure could push out toward the suburbs or otherwise result in more private land-use innovations as substitutes for the lack of zoning. It is an empirical question how much elasticity there is in demand for less regulated urban property as opposed to more regulated suburban property, and it is undoubtedly location specific. Significant changes in the density of many Manhattan neighborhoods might not push people out to New Jersey or Connecticut. But changes in Nashville might well push people out to its suburbs, like Franklin, which are already much nearer substitutes. At the very least, for people who advocate loosening zoning restrictions to increase density, Houston is a cautionary tale.

The resurgence of the suburbs and suburban HOAs would preserve all of the problems of regional inequality while creating

---

[1] In Houston, housing supply elasticity was 0.42 percent for the period of 1996 to 2016, well above the national average of 0.17 percent. During this period, the city’s population increased by half a million people, but today the median Houston home price is $235,000. Households across a broad range of incomes can find housing that’s affordable.
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additional ones as well. Conventional accounts suggest that HOAs “intensify social segregation, racism, and exclusionary land use practices.” The history of HOAs is inextricably bound up with whites-only communities seeking to exclude Black residents. HOAs still tend to be more racially homogenous than the municipalities in which they are located. Worse, there is some empirical evidence that the presence of HOAs exacerbates segregation in the rest of the municipality. They also produce all of the problems that zoning opponents decry—restricting density, constraining supply, separating single-family residential building from other uses—while simultaneously being even less flexible than zoning. If greatly reduced zoning in cities means that HOAs gain a new advantage in the competition for housing consumers, that could come with significant costs.

Ultimately, land-use deregulation may be an important part of the response to the affordability crisis in many cities, but it is not a complete response to geographic inequality more broadly. In fairness, most of its advocates do not intend it to be. But increasing access to superstar urban areas could result in a new equilibrium that


Results suggest that changes in the presence of HOAs do influence racial/ethnic segregation. Specifically, a 10% increase in the number of HOA units (approximately 240, based on the sample mean) can cause up to a 2% increase in the indexed level of black-white segregation and a 1% increase in the indexed level of Hispanic-white segregation (depending on the measure).

Id.

exacerbates the underlying problems of regional divergence. Moreover, it could create its own costs, reducing cities’ ability to compete as effectively with nearby suburbs.

We are not opposed to zoning and land-use reforms. Indeed, we think there are opportunities to increase density and agree that NIMBYism can be socially oppressive. But we do intend to sound a cautionary note.

B. Place-Based Economics

Unlike libertarians, who seek to relocate individuals, some policymakers and economists have proposed adopting “place-based policies,” which could help improve economic conditions in long-suffering areas. These policies come in two flavors—a narrow, centrist approach and a broader approach focused on reviving industrial policy.

1. The Centrist Approach. One of the more notable recent papers in the centrist vein comes from economists Benjamin Austin, Edward Glaeser, and Lawrence Summers.\(^{316}\) Recognizing the link between geography and social problems, Austin, Glaeser, and Summers assess three possible reasons for place-based policies. The first is agglomeration economics—that coloquiating economic development might lead to further growth.\(^{317}\) They note, however, that this does not justify “spatially heterogeneous” policies because “it is impossible to know whether a relocation of capital and labor from Los Angeles to Kentucky will lead to benefits in Kentucky that are large enough to offset the losses in Los Angeles.”\(^{318}\) Second, they consider “insuring against local shocks” as a justification.\(^{319}\) But they dismiss this argument partly because it would distort migration and capitalization.\(^{320}\) They conclude that the best argument for place-based policies is that market failures are better addressed at the local level, given both the diversity of economies across the country and the bang for the buck achieved in having a more focused approach.\(^{321}\)

316. See Austin et al., supra note 29, at 151.
317. Id. at 212.
318. Id. at 212–13.
319. Id. at 179.
320. Id. at 179–80.
321. Id. at 180; see also id. at 153 (“The most compelling case for place-based policies is that one-size-fits-all interventions are woefully inappropriate for regional economies as diverse as Appalachia and Silicon Valley.”).
Austin, Glaeser, and Summers also offer a “taxonomy of place-based policies” that includes direct public investment, tax benefits for businesses and individuals, and deregulation. They are lukewarm at best on public investment, including infrastructure spending because they worry that returns to contemporary infrastructure projects will be lower than the transformative infrastructure projects of the mid-twentieth century. They also identify “regulatory relief” — but not affirmative regulatory policy — as a possible place-based policy. This is surprising because, as we have shown, a wide variety of affirmative regulatory policies, such as antitrust, transportation, and communications, all have significant spatial consequences. Instead, the centrist position largely focuses on providing tax benefits to address employment. For example, Austin, Glaeser, and Summers suggest, among other things, “implicit taxes on housing vouchers and food stamps could be reduced for low-income workers from 30 percent to 20 percent in areas where employment is particularly responsive to the returns to working.”

Though we are not categorically opposed to using the tax code for achieving public policy goals, we are skeptical of the claim that targeted tax benefits, whether to corporations or individuals, should be the sole or even primary focus for place-based policies. First, it is not clear that giving corporations tax benefits is a good use of money, particularly when that money could instead be spent directly on improving the economy in those areas. Second, companies often value places that have social, physical, and economic infrastructure to support their operations — even if they don’t offer the biggest tax benefits. That Amazon initially chose to locate its new headquarters in New York and metropolitan Washington, D.C., over Memphis or Omaha is self-explanatory. Third, at the individual level, making policy through the

322. Id. at 209.
323. See id. at 218–20.
324. Id. at 217.
325. Id. at 154.
326. For example, a number of “losing” cities offered Amazon more money than the “winning” areas for the company’s new headquarters. Aaron Mak, Here Are the Outrageous Incentives That Losing Cities Offered Amazon for HQ2, SLATE (Nov. 14, 2018, 5:31 PM), https://slate.com/technology/2018/11/amazon-hq2-incredible-incentives-losing-cities-offered.html [https://perma.cc/GK6X-L5UQ].
tax code is not ideal. Depending on how it is designed, individuals may have to figure out how to get the benefit—and remember to do so—at tax time.\(^{328}\) If the tax benefit is a shift in rates, then it is unlikely to be salient to individuals and may have less of a stimulative effect.\(^{329}\)

Fourth, the tax policy approach does not have the same political benefits that more direct forms of policy action might have. One of the great benefits of the New Deal–era place-based policies, like the Tennessee Valley Authority (“TVA”), the Works Progress Administration’s programs, and Rural Electrification, was to show the general public that government was on their side, working for them and delivering important benefits to their region.\(^{330}\) As Professor Suzanne Mettler argues in her book *The Submerged State*, hidden programs undermine democracy because they “obscure the role of the government and exaggerate that of the market, leaving citizens unaware of how power operates.”\(^{331}\) The Obama administration’s tax cuts in the stimulus bill of 2009 are a good example of this phenomenon. They lowered taxes for some 95 percent of working Americans—but a year later, only 12 percent of Americans believed the Obama administration had lowered their taxes.\(^{332}\) Place-based policies should be salient in order to maintain support for those policies.

More broadly, while they recognize the need for place-based policies, Austin, Glaeser, and Summers do not argue that geographic equality and inequality are a function of law and public policy. Even though they recognize that there is no longer regional convergence in incomes,\(^{333}\) they do not provide an account of why regional inequality is growing beyond suggesting the possible influence of agglomeration

---


330. See Meserve, supra note 328.
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333. See Austin et al., supra note 29, at 152.
economies. The problem is that the sites of economic growth are themselves partly dependent on public policy. To be fair, they do note the geographic effect of the creation of the TVA on the Tennessee economy and of land-grant colleges throughout the country. But despite this admission, Austin, Glaeser, and Summers do not make the further generalization that deliberate public policies with targeted spatial effects were an important part of the era of economic convergence, even if not the sole factor driving convergence.

2. The Return of Industrial Policy. The admission that policy choices like land-grant colleges and the TVA have an impact on the economy suggests a second type of place-based economics—industrial policy. The idea of a geographically focused industrial policy is not a new one. During the New Deal, for example, the federal government sponsored public works projects and investments all across the country. Economic studies show that these projects “increased consumption activity, attracted internal migration, reduced crime rates, and lowered several types of mortality.”

In recent years, policymakers on the right and left have proposed reviving a more deliberate, conscious industrial policy in America. Industrial policy involves government investment in sectors of the economy to boost growth, jobs, and the success of those sectors. In a 2019 report, Republican Senator Marco Rubio observed that industrial policy is always inevitable for a country: “The critical policy consideration, then, is not whether states should organize their economies, but how they should be organized.” He then argues that American economic policy should seek to “benefit working Americans and their families” recognizing that this view has geographic

---

implications.338 “[M]anufacturing generally provides more stable employment than services,” he writes, “and geographic proximity to large production facilities encourages small business dynamism.”339

On the other side of the aisle, Democratic Senator Elizabeth Warren has proposed a plan for “economic patriotism” that includes heavy investment in research and development (“R&D”) throughout the country.340 “R&D investments must be spread across every region of the country, not focused on only a few coastal cities,” she says.341 “There are talented Americans in every part of the country, but too often cities and towns experience brain drain and shrink because corporations move jobs and opportunities overseas or to a small handful of American cities.”342 Economists Simon Johnson and Jonathan Gruber have identified 102 urban communities outside of the superstar cities that could be hubs for their “Jump-Starting America” plan.343 Under their plan, the federal government would invest heavily in science, R&D, and commercialization of inventions in these areas that cumulatively represent 80 million Americans across thirty-six states and every region.344

The revival of a geographically mindful industrial policy is a far more promising approach to place-based economics than the centrist focus on tax policy for the reasons stated above; we spend less time on it because our focus in this Article is on policies that are generally considered regulatory in nature.

*   *   *

The liberalaltarian and the centrist approaches are both limited in their ability to address geographic inequality. They also largely ignore how deregulation contributed to the widening of geographic inequality in America. Given that regulatory choices invariably shape the distribution of wealth, what has been missing in the debate over
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IV. REGULATION AND REVITALIZATION

Part II documented numerous ways in which the Progressive Era and New Deal regulatory order in the United States promoted dispersion of economic activity and thereby encouraged geographic convergence in economic outcomes. The unraveling of this regulatory order around 1980 coincided with the end of convergence and the beginning of the era of widening geographic inequality. Federal regulatory policy, we contend, can profoundly affect the geography of economic growth and opportunity.

This Part sketches a preliminary path forward, describing several ways in which regulatory policy can respond to geographic inequality. These include reviving regulated industries and public options as well as incorporating geographic considerations into regulatory policymaking.

A. Reviving Regulated Industries and Public Options

Transportation and communications resources are part of the infrastructural foundation of economic growth and development. As we have seen, under the currently prevailing regulatory model, smaller communities and rural states must pay comparatively high prices to access these resources, if they have access at all. This is the logic of marginal-cost pricing, and it rewards concentration rather than dispersion of economic activity and business investment.

History shows that another regulatory model is theoretically available—the one that dominated federal regulation of long-distance transportation and communications industries for much of the twentieth century. The broad contours of this regulatory approach are clear. Its basic design components are rate regulation, service mandates, and entry restriction. Rate regulation allows internal cross-subsidies to be generated and allocated to less-dense regions. Service mandates, such as universal service requirements, direct regulated firms to provide adequate service throughout their designated service areas. And entry restriction rules prevent opportunistic “cream

skimming” in denser areas or routes, where prices are held above marginal cost. In essence, as Posner observed, the effect is to impose a tax on users in denser areas to subsidize users in sparser regions.\footnote{346}

As noted above, Senator Byrd in 1986 said he “would welcome the opportunity to vote for reregulation” of the airlines.\footnote{347} Even so, resurrecting and modernizing this mode of regulation would not be perfect or without tradeoffs. Specifically, rate regulation is cumbersome to administer and generates well-understood incentive problems for regulated firms, including incentives to engage in non-price competition and incentives to overinvest.\footnote{348} Entry restriction might hamper innovation,\footnote{349} and this regulatory model tends to suppress competition in favor of system integration and service mandates. These drawbacks are real.

But the current era of geographic inequality sheds new light on the countervailing benefits of this regulatory model—benefits that could be enormous but have been insufficiently appreciated or understood. Traditional infrastructure regulation can serve as a crucial counterweight to the economics of agglomeration by promoting dispersion of business investment and economic activity. This would benefit rural states and smaller communities by supporting economic growth and opportunity. It would also alleviate the affordability crisis in superstar cities because fewer people would be seeking to cram in. In short, regulatory tools could lessen our current, severe maldistribution of economic growth and opportunity.

True, similar results might theoretically be achievable through standard tax-and-transfer machinery. For example, the federal government could subsidize private infrastructure providers to offer reasonable-cost service in more remote areas. But in reality, such subsidies have a variety of downsides. They implicate many of the same informational and incentive problems that arise in traditional infrastructure regulation, and all taxation methods affect incentives and have implementation costs. As noted above, financing through cross-subsidies rather than through general revenues also removes these decisions from the ordinary appropriations and political process,

\footnote{346. Posner, supra note 108, at 39–40.}

\footnote{347. 132 CONG. REC. 5107 (1986) (statement of Sen. Robert Byrd).}


\footnote{349. See PAUL L. JOSKOW, Deregulation: Where Do We Go from Here? 6 (2009) (asserting that deregulation has resulted in “enhanced rates of product and process innovation”).}
sealing off infrastructure resources into self-sustaining systems with dedicated revenue streams. To the extent that dedicated cross-subsidies are more reliable than annual appropriations and less subject to political capture, they can promote efficient ex ante reliance on infrastructure resources. In particular, infrastructure-reliant businesses will invest more readily if they have more assurance that infrastructural systems will have staying power. Indeed, as one example of the challenge, compare subsidies to private providers of internet service with Chattanooga’s public provision of broadband. Chattanooga wanted to offer its successful high-speed internet to surrounding areas, only to have the state preempt local expansion of the service. The state then chose to offer $45 million in subsidies to Comcast and AT&T to provide 10 Mbps download speed internet, which is 1,000 times slower than what Chattanooga could have provided without subsidies. Instead of subsidizing private providers, the direct public provision of goods and services, particularly infrastructural goods and services, can provide considerable benefits to underserved areas. The postal system adopted free delivery for rural customers in the Populist Era and Parcel Post in the Progressive Era. The New Dealers pursued rural electrification and the TVA. Creating the interstate highway system was a major public-sector initiative of the mid-twentieth century. Each of these policies involved public action to expand access geographically to a basic good of modern life. Today, the closest analogy is to high-speed internet. As the Chattanooga example shows, access to high-speed internet can be a boon to a mid-
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353. See WINIFRED GALLAGHER, HOW THE POST OFFICE CREATED AMERICA 207 (2016). Journalist Winifred Gallagher noted that, with the advent of Parcel Post in 1913, Sears’s orders quintupled during the first year. Suddenly, rural Americans who needed a new bed or table, dress or shirt, didn’t have to overpay or make it themselves; moreover, they could have the same model as residents of Boston or Chicago . . . . [T]he post had become the greatest distributing organization on earth.
sized community and its surrounding region—and, unsurprisingly, is extremely popular across the political spectrum.\footnote{For a discussion of the popularity of expanding internet access across the political spectrum, see Sean McElwee, Ganesh Sitaraman & Jon Green, \textit{Why Democrats Should Embrace ‘Internet for All,’} NATION (Aug. 1, 2018), https://www.thenation.com/article/archive/democrats-embrace-internet [https://perma.cc/6UJ4-Z9CU].}

A public option for high-speed internet, and public options for other goods and services, can serve as an alternative to sectoral economic regulation.\footnote{See \textit{Ganesh Sitaraman \& Anne L. Alstott, The Public Option: How to Expand Freedom, Increase Opportunity, and Promote Equality} 3 (2019) (“[T]he public option is often attractive because it offers a high-quality service for a reasonable price. But it is an option, competing directly with other options provided by the private market—a form of competition that can be beneficial to both the public and the private realm.”).} Direct government provision that coexists with the marketplace expands access to important social goods, particularly infrastructural goods. But it does so without regulating private sector rates and entry. Instead, the public option offers an alternative to a private option—and, for some populations, may offer the only affordable option. In any case, public provision can help address geographic inequality between rural and urban areas and between superstar cities and mid-sized cities. And, at the very least, the federal government could preempt states from blocking local efforts to experiment with the provision of public options like municipal broadband.\footnote{See, e.g., Richard C. Schragger, \textit{The Attack on American Cities}, 96 TEX. L. REV. 1163, 1172 (2018) (describing the problem of preemption in the context of broadband services). \textit{See generally Richard Briffault, Nestor Davidson, Paul A. Diller, Olatunde Johnson \& Richard C. Schragger, The Troubling Turn in State Preemption: The Assault on Progressive Cities and How Cities Can Respond} (2017), https://www.aeslaw.org/wp-content/uploads/2017/09/ACS_Issue_Brief_-_Preemption.pdf [https://perma.cc/3D2U-4C4Q] (describing state preemption of local initiatives).}

Finally, as Professor K. Sabeel Rahman demonstrates, the provision of infrastructural goods plays an important role in guaranteeing equality and opportunity across racial lines because it minimizes bureaucratic barriers, privatization, and fragmentation of these goods.\footnote{See \textit{K. Sabeel Rahman, Constructing Citizenship: Exclusion and Inclusion Through the Governance of Basic Necessities}, 118 COLUM. L. REV. 2447, 2467 (2018).} Bureaucratic barriers make it harder for people to access public goods.\footnote{\textit{Id.} at 2452.} Privatization, Rahman argues, “transfers the financing and control of these goods from public hands to private operators and financial investors, introducing problematic revenue-
generating incentives and shrouding the goods from greater public accountability. 360 Meanwhile, fragmentation “limits putative equal access regimes through decentralization,” which ultimately denies access to some communities. 361 A revival of the regulated industries and public option models could therefore help advance racial equality in addition to geographic equality.

B. Incorporating Geographic Considerations into Regulatory Policy

In antitrust, trade, and regulatory policy more broadly, both ideological and technical reforms could be helpful. The Chicago School approach that has dominated antitrust since the late 1970s has the effect of exacerbating geographic inequality. The go-go liberalization approach to trade policy has been similar. Though the obvious solution is to jettison or temper the ideologies undergirding the approach to these sectors, in the meantime, an additional, narrower option would be to incorporate geographic inequality into the analysis in these and other areas of policy.

First, in trade policy, Congress could amend the law to require the ITC to assess the geographic impact of proposed trade agreements. The ITC already conducts studies of proposed agreements’ economic impacts across sectors. 362 Adding a geographic component would help Congress understand the full consequences of the agreement. The resulting data would also create political pressure to adopt more effective mitigation measures for the areas hardest hit by trade agreements.

Second, and more broadly, the president could issue an executive order requiring all agencies to consider the geographic impact of their regulatory choices. Currently, executive branch agencies consider a variety of impacts when explaining their regulatory choices as part of the notice-and-comment rulemaking process. For example, they are required to consider the impact on federalism, 363 and some are even required to consult a panel of small businesses to evaluate the impact
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President Barack Obama issued an executive order asking agencies to consider actions they could take to promote competitive markets, though the order did not require doing so in rulemakings. Congress could pass a law, or a president could issue an executive order, requiring agencies to take into account the geographic impact of their regulatory actions, including during rulemaking.

An executive order to this effect would have two consequences. First, agencies would have to consider the geographic consequences of their actions ex ante and make the determination that its actions are beneficial, even in spite of geographic costs. This process might lead to agencies making different policy choices. Second, the agency's analysis and decision would create various ex post consequences. Regulated entities could challenge the agency's analysis and conclusions as arbitrary and capricious. Members of Congress would have a foothold for agency oversight on the issue. And both members of Congress and other agencies could look for ways to mitigate the negative consequences of regulatory actions with significant geographic impacts.

Lastly, and most aspirationally, shining light on the policy drivers of regional inequality should open a debate about potential policy responses more broadly. This requires, first and foremost, jettisoning the casual and false assumption that regional inequality is the result of exogenous economic forces that land-use regulations must accommodate. Policy choices have helped drive the concentration of economic opportunity, and yet policymakers have been largely let off the hook. There is little political pressure on government to respond, and the pressure has been almost entirely directed—or misdirected—at local governments for their protectionist land-use policies. The fact is, currently left-behind places have the political power in Congress to champion policies that will spread economic opportunity more broadly. Elevating the effects of federal policies on geographic inequality should increase the political temperature for members of Congress who fail to account for these consequences.


CONCLUSION

Geographic inequality is widely understood as one of the central economic, social, and political challenges of our time. But the debate around its causes and remedies has largely left out the role that regulatory policy has played. Geographic inequality, like economic inequality more broadly, is a function of public policy choices. As we have shown, many areas of federal regulatory policy—transportation, communications, trade, and antitrust among them—once accounted for the geographic distribution of economic opportunities through their design, procedures, or effects. The turn to deregulation in these areas has, unsurprisingly, been accompanied by geographic divergence. Recognizing the central role of law and policy in shaping geographic inequality is the first step to addressing it.