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Confronting the Biased Algorithm: The Danger of Admitting Facial Recognition Technology Results in the Courtroom

ABSTRACT

From unlocking an iPhone to Facebook “tags,” facial recognition technology has become increasingly commonplace in modern society. In the wake of the Black Lives Matter movement and call for police reform in the United States, it is important now more than ever to consider the implications of law enforcement’s use of facial recognition technology. A study from the National Institute of Standards and Technology found that facial recognition algorithms generated higher rates of false positives for Black faces—sometimes up to one hundred times more false identifications—than white faces. Given the embedded bias of this technology and its increased prevalence, the lack of federal regulation of facial recognition technology and its uses by law enforcement are alarming. This Note explores issues that arise with law enforcement’s use of facial recognition technology and how results from the technology should be treated in the criminal justice system.

This Note cautions against admitting results from facial recognition technology into evidence in criminal trials based on the current state of the industry and the technology. Further, if facial recognition evidence is admitted, this Note argues that defendants should have access to the software’s source code to meaningfully challenge the evidence presented against them under the confrontation clause of the US Constitution. While this Note recognizes developers’ interest in protecting trade secrets, it nevertheless recommends that judges balance these interests with those of defendants and make case-by-case decisions about how to protect developers’ information without blocking defendants’ access to the software.
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Robert Julian-Borchak Williams, a Black man from Michigan, was wrongfully arrested in January 2020 based on a flawed match from facial recognition technology.\(^1\) Williams was minding his own business at work when he received a call from law enforcement asking him to come to the police station to be arrested. At first, he thought the call was a prank.\(^2\) However, shortly after receiving this call, Williams was arrested on his lawn in front of his wife and two daughters.\(^3\) The police would not explain why Williams was being arrested; they merely showed him a piece of paper reading “felony warrant” and “larceny” alongside his driver’s license photo.\(^4\) When his wife asked where he was being taken, an officer simply responded, “Google it.”\(^5\)

---
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According to technology and legal experts, this may be the first known account of an American being wrongfully arrested based on a facial recognition algorithm.6 Williams was arrested after a surveillance camera image of a man robbing a retail store was uploaded to a facial recognition system and generated multiple matches with Williams's driver's license photo among the results.7 The results were shown to an eyewitness who had witnessed the crime five months prior and she selected Williams as the “correct” match.8 Since Williams's arrest, US authorities have identified two other men wrongfully arrested based on facial recognition technology results; in each of these cases, the men mistakenly identified were Black.9 These recent examples of police implementation of facial recognition technology raise questions about the technology's development and use.

The facial recognition technology that police departments employ to identify suspects predominantly originates from private companies. The National Institute of Standards and Technology (NIST) conducted a study in 2019 that evaluated 189 different algorithms from 99 developers, which represents the majority of the industry.10 The study found that the algorithms generated higher rates of false positives for Black faces—sometimes up to one hundred times more false identifications—than white faces.11 This study, and various others, reveal the widespread bias embedded in facial recognition technologies.12

In the context of the Black Lives Matter movement and call for police reform in the United States, it is important to consider the consequences of using biased facial recognition technology in law enforcement. The inaccuracy of facial recognition technology raises concerns about the potential disparate impact of this technology in law enforcement and the justice system. With the increasing use of this technology, it is likely that prosecutors will soon seek to introduce it
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into evidence at criminal trials to establish probable cause or as evidence of an identification. Because this technology’s embedded bias currently places minorities at a disadvantage in the criminal justice system, courts should carefully examine the state of the technology, its regulation, and consider what rights criminal defendants should have if condemning facial recognition technology evidence is introduced.

This Note addresses whether results from facial recognition technology should be admitted into evidence at trial and, if the results are admitted, what rights defendants should have to challenge this evidence. Part I gives background information on facial recognition technology, its use by law enforcement, and the lack of regulation. Part II examines whether results from facial recognition technology are admissible as reliable scientific evidence under the *Daubert* factors and analyzes the scope of defendants’ right to challenge the evidence if admitted. Part III suggests that results from facial recognition technology should not be admitted into evidence at trial based on the *Daubert* factors and further recommends legislation that would grant defendants access to the software used in their trials, with possible protections for the software developer’s trade secrets.

I. BACKGROUND

A. The Black Lives Matter Movement

The Black Lives Matter movement gained substantial traction in the United States on May 25, 2020, when George Floyd, a 46-year-old Black man from Minneapolis, was killed by a Minneapolis police officer. Police officers responded to a call that claimed Floyd paid for a pack of cigarettes with a counterfeit $20 bill. Floyd allegedly resisted the officers when they handcuffed him, resulting in a white police officer pinning Floyd to the ground with his knee on Floyd’s neck. Despite Floyd’s repeated cries, “I can’t breathe,” the officer did not release his knee from Floyd’s neck for eight minutes and forty-six seconds, resulting in Floyd’s death. Bystanders captured this encounter on camera. Shortly after Floyd’s death, videos of the officer’s knee on...
Floyd’s neck sparked outrage across the United States; citizens across the country took to the streets to protest police brutality and systemic racism in the weeks and months that followed. However, Floyd’s death is not an isolated incident. Many in the Black Lives Matter movement drew comparisons to the death of Eric Garner. Garner was a Black man who died in police custody in New York City in 2014 after an officer held him in a chokehold. Garner repeatedly pleaded, “I can’t breathe.” Like Floyd, Garner’s death was also video recorded by a bystander. This plea, “I can’t breathe,” has become a rallying cry for the Black Lives Matter movement. Floyd and Garner are only two of the large number of Black victims of police brutality that have become the faces of the Black Lives Matter movement.

The killings of George Floyd and Eric Garner demonstrate the dangerous correlation between systemic racism and police brutality. As the Black Lives Matter movement continues to publicly confront this correlation, it is imperative to also confront the disparate impact of the use of facial recognition technology in policing. As this technology pervades our society, its embedded bias is problematic for minorities who have historically been disproportionately targeted by law enforcement. The potential for facial recognition technology to further disadvantage minorities in the criminal justice system warrants a deeper examination of police methodology for using the technology and increased judicial scrutiny of its use as evidence in a criminal proceeding.

B. Facial Recognition Technology Generally

The use of facial recognition technology is increasingly common in modern society. Facial recognition is the process of comparing two
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20. See Hill, supra note 1 (describing a study that found that the algorithms generated higher rates of false positives for Black faces—sometimes up to one hundred times more false identifications—than Caucasian faces).
images of faces to determine whether they represent the same person.\textsuperscript{22} Facial recognition technology operates by first recognizing a face and then measuring its features.\textsuperscript{23} The algorithm identifies different landmarks on a person’s face that can be quantified, such as distance between the eyes, width of the nose, and depth of the eye sockets.\textsuperscript{24} After taking these measurements, the software uses these landmarks to create a template to compare to preexisting images of known faces.\textsuperscript{25} The algorithm analyzes pairs of faces and generates a score reflecting the similarity of the faces’ features.\textsuperscript{26} Facial recognition is probabilistic; the technology produces more or less likely matches, not definitive matches.\textsuperscript{27} These technologies “learn” over time as they are trained through exposure to large amounts of data and begin to infer rules from the patterns that emerge.\textsuperscript{28}

\textbf{C. Law Enforcement Use of Facial Recognition Technology}

Facial recognition technology has proliferated many industries, and law enforcement is no exception. Law enforcement facial recognition networks include over 117 million American adults.\textsuperscript{29} Because facial recognition databases include so many Americans, it is alarming that the use of this technology is essentially unregulated. There are currently no federal statutes that govern the use of facial recognition technology.\textsuperscript{30} Some state and local governments have stepped in to regulate where Congress has not, but most of their regulations have addressed general biometric information without specifics on facial recognition technology.\textsuperscript{31}

The Georgetown Law Center on Privacy and Technology conducted a year-long investigation of police departments across the

---


\textsuperscript{24} See id.

\textsuperscript{25} See Hamann & Smith, supra note 13.

\textsuperscript{26} See id.

\textsuperscript{27} See Garvie et al., supra note 22.


\textsuperscript{29} Garvie et al., supra note 22.


\textsuperscript{31} Id.
country and published a report with the following striking statistics on the departments’ use of facial recognition technology:

- At least one of four state or local police departments has the option to run facial recognition searches through their system or another agency’s system.32
- At least twenty-six states allow law enforcement to run or request searches on their databases of driver’s license and identification photos, and these databases primarily contain information about law-abiding Americans.33

States allow police departments to search databases that contain information about law-abiding Americans, exposing a significant transition in law enforcement investigations.34 Police have traditionally used fingerprint and DNA databases that are composed of information from criminal arrests and investigations.35 Now they are using driver’s license databases, tapping into a resource with information primarily from law-abiding Americans.36 Facial recognition searches have become routine at the federal and state level.37 The Georgetown report offers numbers on a few particular facial recognition systems: Ohio’s system was used 6,618 times by 504 agencies in its first eight months of operation while the San Diego Association of Government’s system is used by San Diego agencies for an average of about 560 searches each month. Pinellas County’s system in Florida is used to conduct around 8,000 searches per month.38 Further, the Georgetown report outlines four common ways that police use facial recognition technology: (1) stop and identify, (2) arrest and identify, (3) investigate and identify, and (4) real-time video surveillance.39

Despite serious concerns, facial recognition technology has been useful for law enforcement in criminal case investigations.40 Police have used facial recognition evidence, along with other evidence, to establish probable cause for arrest for passport fraud and in identity theft cases.41 The New York Police Department used facial recognition software on a surveillance image of a shooter in a nightclub to arrest him in 2017.42

---
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Police were able to narrow down the two hundred likely matches that the software generated by comparing the images and looking for similar physical characteristics between them; the department then presented a photo array to witnesses to identify the shooter.43

While law enforcement agencies are increasingly integrating facial recognition technology into their daily operations, they are not implementing sufficient safeguards to ensure the accuracy of their systems.44 Most law enforcement agencies contract with private companies that provide facial recognition software. One major facial recognition company, FaceFirst, publicly advertised a 95 percent accuracy rate for its facial recognition technology but then expressly disclaimed liability for failing to meet that threshold in contracts with the San Diego Association of Governments.45 This raises questions about the accuracy of the technologies created by these private companies. Most police departments rely on their officers to verify that the technology has made an accurate match between the image submitted to the technology and the image from its database.46 However, a recent study has shown that users make the wrong decision about a match about half of the time if they have not had specialized training in facial identification.47

D. Private Facial Recognition Companies

Private companies generally provide law enforcement agencies with their facial recognition technology. The only public benchmark to assess the accuracy of facial recognition algorithms is a completely voluntary competition that the NIST offers every three to four years.48 Private companies are not required to participate in this competition at all, even if they are selling their facial recognition technology to law enforcement.49 This evidences a gaping hole in the regulation of private facial recognition technologies—there are no current standards that ensure their algorithms are accurate. This is especially concerning given the bias embedded in facial recognition technology, resulting in its increased inaccuracy when identifying minority faces.50

43. Id.
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50. See Buolamwini, supra note 12.
Further, the government does not directly regulate private facial recognition companies’ data collection that is used to create and train their algorithms. There are some state laws that indirectly regulate facial recognition technology, like the Illinois Biometric Information Privacy Act (BIPA). BIPA implicates facial recognition data in its aim to protect biometric information in general. However, BIPA does not specifically address facial recognition technology. BIPA makes it unlawful for any private entity to “collect, capture, purchase, receive through trade or otherwise obtain” someone’s biometric identifiers unless that person is informed.\textsuperscript{51} BIPA defines “biometric identifier” as an eye scan, fingerprint, voiceprint, hand scan, or face geometry.\textsuperscript{52}

Clearview AI is a facial recognition company that has contracts with more than six hundred law enforcement agencies across the country.\textsuperscript{53} Clearview has collected data from Facebook, Venmo, YouTube, and Twitter and amassed three billion images for its facial recognition technology.\textsuperscript{54} The invasive nature of this data scraping is alarming and has led to a number of lawsuits claiming that companies collecting personal data like this have violated BIPA.\textsuperscript{55} Specifically, the American Civil Liberties Union (ACLU) filed a suit against Clearview because of the company’s alleged illegal collection and storage of Illinois citizens’ faceprints without their knowledge or consent. Further, the ACLU alleged that Clearview sold the data to private companies and law enforcement, which enables law enforcement to use this data for facial recognition purposes.\textsuperscript{56} Because law enforcement’s use of facial recognition technology is vastly unregulated, the access that law enforcement has to large amounts of private data is disturbing.

Other states, such as Texas and Washington, have also enacted laws to protect biometric information where the federal government has

\textsuperscript{51} 740 ILL. COMP. STAT. ANN. 14/15(b) (West 2020).
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\textsuperscript{56} Complaint at 3–4, Am. C.L. Union v. Clearview AI, Inc., No. 2020-CH-04353 (Ill. Cir. Ct. May 28, 2020); see Statt, supra note 55.
These state laws do not regulate facial recognition technology and its uses, but rather the data itself. Recently, San Francisco became the first city to ban facial recognition technology use by its state agencies in May 2019. In the findings section of the ordinance, the city expressed concern that facial recognition technology has the ability to endanger civil rights in a way that outweighs the benefits of the technology. According to the ordinance, citizens should have the ability to live free of continuous government monitoring. Further, the ordinance points out that this technology exacerbates racial injustice because of the disproportionate accuracy rates for different demographics.

**E. Congressional Action**

Local and state governments are beginning to step in to regulate where Congress has not. Even though there is a lack of federal legislation to regulate facial recognition technology, Congress has held hearings and proposed bills on the subject. To date, Congress has not passed any legislation to regulate facial recognition technology; yet the amount of legislation congressional members have proposed over recent years signifies an appetite in the legislature to regulate the problematic side effects of this technology.

In 2019, the 116th Congress held two hearings on facial recognition technology. As a result, two federal bills were proposed: the Commercial Facial Recognition Privacy Act of 2019 and the Facial Recognition Technology Warrant Act. The Commercial Facial Recognition Privacy Act would require businesses to obtain consent from consumers before employing facial recognition technology. This Act did not specifically address law enforcement. The Facial Recognition Technology Warrant Act, on the other hand, would have required law enforcement to obtain a warrant based on probable cause before using facial recognition technology for ongoing
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surveillance.\textsuperscript{65} Moreover, this Act would have limited surveillance to thirty days and set additional rules to minimize the data collected on people outside a warrant.\textsuperscript{66}

In particular, a bill introduced in 2019 called the Justice in Forensic Algorithms Act targeted issues associated with law enforcement using forensic algorithms and introducing these algorithms at trial to condemn a defendant. The bill established standards and testing requirements for general use of forensic algorithms and addressed forensic evidence at trial.\textsuperscript{67} The bill charged the NIST to establish Computation Forensic Algorithms Standards and a Computational Forensic Algorithms Testing Program that federal law enforcement must comply with when using forensic algorithms.\textsuperscript{68} The bill outlined the NIST standards to include an assessment for potential disparate impact on different demographics, requirements for software testing, requirements for developers’ public disclosure of documentation about the software (including information about the development process and its training data), and requirements to provide defendants with reports that document the use and results of the forensic software program in their trials.\textsuperscript{69} NIST’s Testing Program required testing in accordance with the NIST standards, that testing use realistic data sets that represent diverse racial and ethnic groups, and that the test results were published online with specifics about the software’s performance on diverse populations.\textsuperscript{70} The bill provided that evidence from forensic software would only be admissible in a criminal case if the software were to be submitted to the NIST testing program.\textsuperscript{71}

Further, by proposing that developers cannot assert a trade secret privilege to block defendants, this bill protected defendants’ access to algorithms’ source codes where the algorithms are used in a criminal trial.\textsuperscript{72} The bill created a blanket rule that trade secret protections do not apply in criminal trials “when defendants would otherwise be entitled to obtain evidence” by amending the Federal

\begin{itemize}
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Rules of Evidence. Moreover, defendants would receive a report on the software used in their cases and would be given access to the software so they can test it. Because of the extreme nature of this blanket rule on trade secret protections, the bill did not gain traction to pass.

A final piece of federal legislation—the George Floyd Justice in Policing Act—was proposed on the House Floor in June 2020 to regulate police departments. The bill passed in the House, but did not pass in the Senate. A notable part of this legislation that specifically applied to facial recognition technology—the Federal Police Camera and Accountability Act—required police officers to wear body cameras to conduct their searches and make their arrests but prohibited officers from equipping or employing facial recognition technology on their body cameras. Further, any footage from their body cameras was not to be subject to facial recognition technology. The proposed bill imposed broad regulations on police departments to increase transparency and accountability, with the goal of reducing discriminatory practices. The bill, however, did not pass through the Senate because of partisan disagreements.

F. Facial Recognition Evidence at Trial

Facial recognition evidence has not yet been introduced at trial. However, with increasing use of the technology, it is likely that prosecutors will begin to introduce this technology as evidence to establish probable cause or as evidence of an individual's identification. In this context, evidentiary questions will likely emerge about the scientific reliability of facial recognition technology, which
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must be established under the Frye or Daubert standard before the evidence is admitted.84

There is an array of issues that arises regarding the reliability of facial recognition technology evidence. For instance, the technology has limitations on its accuracy given the conditions of the photos being analyzed.85 The technology works best when photos are taken head-on with good lighting and no movement.86 Consequently, the accuracy of the technology decreases when there is no standardized photo for comparison or when a photo was taken in an uncontrolled environment, perhaps from a different angle with low-quality lighting.87 Further, the evolving nature of faces and appearances affects the accuracy of the technology because of changes like a new hairstyle, facial hair growth, weight gain or loss, and aging.88 Many facial recognition systems are also less accurate when reading faces of certain demographics, specifically Black people.89

Moreover, the proprietary nature of this technology is problematic when analyzing whether a facial recognition technology has been reviewed by other experts in the field.90 Many police departments contract with private companies that are not willing to disclose their trade secrets.91 To address these concerns, this Note conducts an analysis of the reliability of evidence from facial recognition technology under the Daubert factors.92

II. ANALYSIS

A. Facial Recognition Technology Admissibility as Evidence

Federal Rule of Evidence 702 governs whether an expert witness’s testimony is admitted into evidence, and was effectively created, in part, by the Court’s decision in Daubert v. Merrell Dow

84. Id.
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89. Id.; Buolamwini, supra note 12; NIST Study, supra note 10.
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Pharmaceutical, Inc. Because federal courts adhere to Daubert to assess the reliability of expert evidence, this Note uses the Daubert factors to analyze the admissibility of results from facial recognition technology. In Daubert, the Supreme Court established a set of factors to assess the reliability of scientific expert testimony. This new test was meant to establish a “gatekeeping” role for federal courts in determining what evidence should be admitted. The non-exhaustive list of factors that the Daubert Court provided are (1) whether the technique can be or has been tested; (2) whether the technique has been subjected to peer review and publication; (3) the technique’s known or ascertainable rate of error; (4) whether there are recognized standards for using the technique; and (5) whether the technique has been generally accepted in the relevant specialty scientific fields.

In subsequent decisions, the Court has clarified that the inquiry is not about the general validity of the expert’s discipline. Rather, the inquiry is specifically about the reliability of the particular technique that the expert relies on in his testimony. This Note applies this list of Daubert factors to facial recognition technology to consider whether this type of evidence should be admitted in trial. Ultimately, this Note concludes that it should not be admitted into trial as evidence based on the current state of the technology and the lack of regulation.

1. Factor One: Testability

Facial recognition technology is easily testable. In general, it is much easier to test a mathematical system that takes measurements and produces results rather than, for example, a sociological theory. Facial recognition technology produces results that can easily be shown to be false. It is possible to create experiments that estimate how likely a system is to result in false positive or false negative results. One disturbing example of the testability of facial recognition technology is Google’s recognition system that falsely identified two Black
individuals as gorillas in 2015, resulting in public criticism and outcry to improve the system.\textsuperscript{102}

Even though facial recognition technology can be easily tested, there is another aspect of this factor: whether the technology actually has been tested and what the results were.\textsuperscript{103} As explored above, there is no mandatory testing of facial recognition technology.\textsuperscript{104} The NIST offers a voluntary facial recognition technology competition, but facial recognition technology companies are not required by any governing body to test their technology.\textsuperscript{105} It is reasonable to think that companies will proactively test their technology to refine their products, but these internal test results are not publicly available. It is evident that facial recognition technology has been tested because of the variety of studies that have evaluated its accuracy, but this sporadic testing is not adequate.\textsuperscript{106}

The NIST has published the most comprehensive reports on tests and evaluations of facial recognition technology. NIST’s Face Recognition Vendor Test (FRVT) Program produces studies and reports on different aspects of the technology.\textsuperscript{107} Importantly, NIST’s FRVT program evaluates algorithms that are submitted by research and development laboratories.\textsuperscript{108} These algorithms are not necessarily available as products, but rather are prototypes.\textsuperscript{109} Therefore, this testing can only speak to the reliability of facial recognition prototypes, not the actual technology that is used and implemented.\textsuperscript{110} This weakens the claim that facial recognition technology should be admitted into trial as evidence because the most comprehensive reports on facial recognition technology and its accuracy test prototypes, not final products.

Facial recognition technology’s embedded bias is one particular concern that has arisen as a result of testing the technology.\textsuperscript{111} Part 3 of the NIST FRVT program evaluated the accuracy of facial recognition
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algorithms with different demographic groups. The study tested algorithms from the majority of the industry and found that algorithms generated higher rates of false positives for Black faces—sometimes up to one hundred times more false identifications—than white faces. Even though the accuracy of facial recognition technology will improve over time, the current bias in these systems is concerning and weakens the claim that it should be allowed into trial as evidence.

2. Factor Two: Peer Review and Publication

There is no question that there is an abundance of literature on facial recognition technology. The scientific community has written about this technology and explored its uses and applications. However, the proprietary nature of facial recognition technology raises questions about the level of scrutiny applied to it. Because police departments contract with private companies for facial recognition technology, there are concerns about how meaningfully the academic community can feasibly analyze these companies’ technologies without access to the inner workings of the software. This concern cuts against admitting facial recognition technology as evidence because disclosure of the technology’s source code is necessary to evaluate the reliability of the technology.

3. Factor Three: Rate of Error

There are two different error rates to consider with facial recognition technology. The first error rate is described with the embedded bias of the technology: the error rate with respect to training data. This error rate leads to increased performance over time by using machine learning and better data to train the algorithm. The second error rate is the inaccuracy that ensues when an algorithm is unleashed in the real world with unknown conditions where photos may not be taken in the standard way that the algorithm has been trained. There may be poor lighting, or the photo may be taken from an angle
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without a full view of the subject’s face. Further, a particular error rate may not speak to the technology’s accuracy when it is applied to a person who does not share characteristics with the initial training data. As mentioned above, facial recognition technology is frequently trained on data sets that are not diverse. Therefore, the technology’s error rate may be much higher when applied to an individual of color.

It is difficult to judge the most accurate error rate because of the different possible error rates that may be reported and the variability of error rates when applied to subjects with different appearances. A technology with a nondiverse data set may be fairly accurate when applied to a white individual. However, when it is applied to a Black individual, it is doubtful that the expert has complied with FRE 702(d) and “reliably applied the principles and methods to the facts of the case.”

4. Factor Four: Standards

There are no standards set out to control the development and operation of facial recognition technology. Companies develop their own facial recognition technology and keep their information to themselves. Therefore, standards have not developed in this industry and this is problematic for facial recognition systems. This factor is straightforward because there are no published standards for facial recognition technology, and this factor weakens the argument that facial recognition technology evidence should be admitted into trial as evidence.

5. Factor Five: General Acceptance

Machine learning is generally accepted, and there is an array of facial recognition protocols and tests that has also been generally accepted in the scientific community. However, the proprietary
nature of this technology is, again, concerning; the particular methods for the evidence introduced are not disclosed by the private companies who own this technology.\textsuperscript{133}

Under the five \textit{Daubert} factors alone, it is unlikely that results from facial recognition technology will be allowed into evidence at trial.\textsuperscript{134} These five factors, however, do not constitute an exhaustive list; courts may consider other factors when evaluating the admissibility of expert witness testimony. Therefore, even if the results from facial recognition technology would not be admissible under the five factors listed in \textit{Daubert}, courts may nonetheless admit these results into evidence.\textsuperscript{135} If results from facial recognition technology are admitted into evidence, the defendant has the right to challenge and cross-examine.\textsuperscript{136}

\textbf{B. Contestability of Facial Recognition Technology Evidence}

Just because evidence has been deemed “reliable” under the \textit{Daubert} inquiry does not mean that the evidence is correct.\textsuperscript{137} The \textit{Daubert} factors ask about the reliability of the scientific expert’s methodology in reaching a conclusion, but the correctness of the conclusion itself must be evaluated in the adversarial process.\textsuperscript{138} Legal scholars refer to cross-examination as the “greatest legal engine ever invented for the discovery of truth.”\textsuperscript{139} Thus, defendants have a significant interest in contesting evidence from a facial recognition technology system that could be inaccurate.\textsuperscript{140}

\begin{flushleft}
\textit{133.} \textit{Id.} at 614.
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The Sixth Amendment’s confrontation clause states that “[i]n all criminal prosecutions, the accused shall have the right . . . to be confronted with the witnesses against him.”\textsuperscript{141} In practice, this clause requires witnesses to be present at trial to be cross-examined so that the defendant may confront his accuser.\textsuperscript{142} Given a defendant’s right to confront his accuser, this policy favors giving defendants the right to challenge the source code of the facial recognition technology because it is the processes of the technology that generate the condemning result.

1. Defendant’s Right to Cross-Examine Facial Recognition Source Code

The foundation of our adversarial system relies on cross-examining human witnesses; this traditional system of confrontation has not, to date, caught up with the standardization of technology in our society.\textsuperscript{143} New technologies present “process-based” evidence which is dependent on a machine using its standardized processes.\textsuperscript{144} Rather than confronting lay and expert witnesses, defendants are often challenged with confronting machine witnesses. This is starkly different from the typical eyewitness testimony for which the confrontation clause was designed. Therefore, the reliability of machine witnesses demands a different type of analysis.\textsuperscript{145}

The Supreme Court held in \textit{Melendez-Diaz v. Massachusetts} that certified forensic lab reports are testimonial evidence and are inadmissible unless accompanied by a lab technician who can certify and attest to the validity of the report.\textsuperscript{146} As a result of this holding, a forensic technician must testify in court and be subject to cross-examination.\textsuperscript{147} However, the confrontation clause may not be satisfied by a lab technician testifying on behalf of a process-based technology.\textsuperscript{148} The appropriate target of cross-examination is the standardized process, not the lab technician.\textsuperscript{149} The process itself, not the technician’s observations or negligible involvement, accuses the defendant.\textsuperscript{150}
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Defendants have a right to challenge the evidence presented against them in a meaningful way. Thus, it is important to think about the specifics of challenging facial recognition technology evidence. Source code is the “heart” of a computer program. This code contains all the instructions for the technology to operate, dictates which tasks it will perform, and determines how it will perform them. Gaining access to the technology’s source code would be the most meaningful way for the defendant to challenge facial recognition technology because it would reveal information about the algorithm’s inner workings that private companies keep to themselves.

Having access to the source code of a program is comparable to “looking under the hood” of a car, which is distinct from watching a car drive. While someone can learn limited details from observing a moving vehicle, the observer cannot understand the true inner workings of a car without looking under the hood. The Volkswagen cheating scandal is particularly illustrative. In 2015, Volkswagen admitted that it had rigged its software—its secret code—so that its diesel cars would pass emissions tests when they actually did not meet the EPA’s requirements. The people who inspected Volkswagen’s cars had no idea that the software’s pollution-control equipment kicked in only during inspections. The software took cues from the position of the steering wheel, the speed of the vehicle, and how long the engine was running to detect an ongoing inspection and then turned on the pollution-control mechanism. The inspectors were able to watch the car drive, but they were oblivious to the deceitful inner workings of the proprietary software. It is the same for computer programs and technologies; an observer learns limited information from watching the program in action. The source code is necessary to know about the technology’s processes.

A secret algorithm that offers a condemning result is like evidence offered by an anonymous expert, whom a defendant cannot
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cross-examine.\textsuperscript{162} The confrontation clause clearly provides defendants the right to cross-examine their accusers; accordingly, defendants should have access to the source code of the technologies that accuse them.\textsuperscript{163}

However, facial recognition technology and its processes are proprietary in nature. Private companies do not disclose the processes and intricacies of their technology because they are competing in a marketplace with other companies. Therefore, a facial recognition company claiming its source code to be a trade secret to avoid disclosing it to the court is a foreseeable obstacle for defendants who may want to challenge results from facial recognition technology.

2. Developers’ Trade Secret Privilege

The rationale behind allowing companies to invoke a trade secret privilege is to encourage innovation and to discourage unfair business practices.\textsuperscript{164} For a company, the first step in successfully invoking the trade secret privilege is to show that one has a valid trade secret under the jurisdictional requirements.\textsuperscript{165} In the context of criminal cases, there is a lower likelihood that criminal defendants will have the resources to challenge a claimant’s asserted privilege.\textsuperscript{166} Therefore, it is safer for companies to assert the privilege in the criminal context, and companies are more likely to overclaim the privilege where there is no true trade secret.\textsuperscript{167} Overclaiming becomes problematic and harmful to the administration of criminal justice because courts frequently deny defendants’ discovery of a company’s claimed trade secret.\textsuperscript{168} This prevents defendants from gaining access to the inner workings of a company’s technology—specifically the source code—which is needed for a defendant to meaningfully confront the witnesses that testify against him.\textsuperscript{169}

Developers have already used the trade secret privilege to block defendants from gaining access to the source code of their
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technologies.\textsuperscript{170} For example, a California defendant was denied access to a forensic software’s source code used to convict him of murder because the software developer claimed trade secret privilege.\textsuperscript{171} The technology was a statistical tool that was used to calculate the likelihood that the defendant’s DNA was in a sample from the crime scene.\textsuperscript{172} A California trial court had ordered the developer to disclose the source code because the defendant’s right to confront and cross-examine a witness would be denied without it.\textsuperscript{173} However, the California Court of Appeal for the Second Circuit held for the developer concluding that the trade secret privilege applied in this criminal trial.\textsuperscript{174}

Granting trade secret privilege in the criminal context can be problematic and raises concerns about the administration of justice. When evaluating whether to grant trade secret privilege to a company, a court’s first consideration is whether the alleged trade secret is valid and whether ordering its disclosure would cause harm.\textsuperscript{175}

Moreover, courts generally also weigh the risk of harm resulting from the disclosure against the need for the protected information.\textsuperscript{176} Using this balancing test is problematic because it places a company’s financial interests on the same level as a criminal defendant’s life and liberty, which should be valued more heavily.\textsuperscript{177} Further, the way that courts have generally applied this test in the criminal context suggests that intellectual property owners are prioritized over defendants in the criminal justice system.\textsuperscript{178} Ultimately, defendants have a right to confront their accuser under the confrontation clause; using the trade secret privilege to prevent defendants from gaining access to the source code and inner workings of the technology that condemns them impedes the administration of justice.

Additionally, it is unnecessary for developers to invoke the trade secret privilege because there are already procedural safeguards in place to limit the defendant’s access to protected information through
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criminal discovery and subpoena procedures.\textsuperscript{179} Courts can deny frivolous or abusive motions for discovery, and they can also grant protective orders to guard the trade secrets at issue.\textsuperscript{180}

Ultimately, the rationale for the trade secret privilege—to encourage innovation and prevent unfair business practices—cannot justify a blanket trade secret privilege in the criminal justice system.\textsuperscript{181} Criminal defendants are unlikely to be competitors of the private companies creating facial recognition technology; and therefore, the trade secret privilege should not be available to completely block defendants from access to the inner workings of the software.\textsuperscript{182} However, it is worth noting that companies have an interest in protecting their information because defendants could be careless with it. It is foreseeable that a company’s competitor in the marketplace could bribe a criminal defendant to disclose protected information that the defendant accesses during trial. Yet, given the seriousness of a criminal charge, on balance, criminal defendants who have been incriminated by evidence from facial recognition technology should have the right to challenge this evidence by accessing the source code and “looking under the hood” of these technologies, with possible protections for developers and their technology.

3. Challenging Facial Recognition Technology Evidence

If evidence from facial recognition technology is admitted into court, there are a variety of defenses that a defendant can invoke to bar the admission of the evidence. If granted access to the source code that provides insight into the inner workings of the technology, defendants can present arguments about the accuracy of the technology, the accuracy of the specific test that was run, and whether the test should have been run at all.

First, defendants can assert that the technology itself may be embedded with bias. On cross, a criminal defendant can expose issues in the way the algorithm was trained. These issues indicate the algorithm’s poor performance with particular demographics and potentially an incorrect identification in the defendant’s case.\textsuperscript{183} As
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mentioned above, studies have shown that facial recognition technology performs worse on Black subjects.\textsuperscript{184}

Further, the photo that was used to run a facial recognition test may be challenged. As mentioned above,\textsuperscript{185} facial recognition technology works best when a photo is taken head-on with good lighting and no movement.\textsuperscript{186} However, when the technology is unleashed in uncontrolled circumstances, photos are taken from different angles with different lighting that could lead to less accurate results.\textsuperscript{187} Moreover, a person’s evolving appearance can lead to less accurate results due to newly grown facial hair, weight gain or loss, or aging.\textsuperscript{188}

The use of facial recognition technology can also be challenged as an “unreasonable search” under the Fourth Amendment.\textsuperscript{189} While protections against facial recognition searches have not yet been established in this context, recent Supreme Court jurisprudence suggests that certain protections exist against unfettered monitoring of citizens’ whereabouts.\textsuperscript{190} Facial recognition technology can be used to monitor the location of a person. Because this government action is particularly intrusive, the use of this technology could be challenged on Fourth Amendment grounds. In the 2012 United States v. Jones decision, the Court held that installing a GPS tracking device on an automobile and using it to track the vehicle’s movements for an extended amount of time was a “search” under the Fourth Amendment.\textsuperscript{191} Justice Alito wrote in his concurring opinion that “society’s expectation has been that law enforcement agents and others would not—and indeed, in the main, simply could not—secretly monitor and catalogue every single movement of an individual’s car for a very long period.”\textsuperscript{192} Further, in 2018, the Supreme Court held in Carpenter v. United States that accessing cell phone records for the purpose of obtaining the location of the device constituted a Fourth Amendment search and a probable-cause search warrant was needed to gain access
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to such records. Therefore, defendants can use existing case law to challenge law enforcement’s use of facial recognition technology to monitor their location as a Fourth Amendment search requiring a probable-cause search warrant.

III. SOLUTION

Based on the *Daubert* analysis in Part II, this Note recommends that results from facial recognition technology should not be admitted into evidence based on the current state of the technology. Moreover, this Note recommends that Congress pass a law to grant defendants access to the software’s source code if the software’s results are admitted in their trials, with possible protections for the software developer’s information.

A. Admissibility

The *Daubert* factors will guide federal judges’ analysis when results from facial recognition technology are introduced in court. Results from facial recognition technology should not be admitted into evidence at trial because of the current lack of testing of facial recognition technology, the absence of meaningful peer review due to the proprietary nature of the technology, the difficulty in calculating an error rate, the shortage of industry standards, and the lack of meaningful general acceptance in the scientific community. However, if standards or a testing protocol were established in this industry—as proposed in the Justice in Forensic Algorithms Act of 2019—then the *Daubert* analysis would evolve, and the evidence may be perceived as more reliable. This would likely lead to admissions of evidence from
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facial recognition technology. However, the current state of the industry suggests that results from facial recognition technology should not be admitted in federal court.

B. Contestability

Congress should adopt a law where criminal defendants are granted access to the results from forensic software used in their cases, access to the software itself, and access to the software’s source code to challenge the evidence presented against them. Further, Congress should allow developers to continue to claim trade secret privilege, but it should not block defendants from accessing the software. Instead, judges should make a case-by-case determination on how to best protect a developer’s trade secret while also granting criminal defendants the right to access this critical source code.

For example, the proposed Justice in Forensic Algorithms Act of 2019 would protect defendants’ access to the algorithms’ source code by ensuring developers cannot assert a trade secret privilege to block defendants’ access. The bill creates a blanket rule that trade secret protections do not apply in criminal trials “when defendants would otherwise be entitled to obtain evidence” by amending the Federal Rules of Evidence. Further, the proposed bill provides that defendants would receive a report on the software used in their cases and would be given access to the software so they can test it. The extreme nature of this blanket ban on trade secret protections made the bill unlikely to pass.

This Note supports the general spirit of this bill—ensuring that defendants obtain access to the software and its source code to challenge the evidence used against them. This proposed bill is problematic, however, because it disincentivizes innovation. If developers know that their trade secrets could be available to opposing parties in litigation at any time, the incentive to innovate and improve their products will be diminished. Their competitive advantage is eliminated if opposing parties gain full access to the developer’s trade secrets and then disclose that information to competitors or to the public. Further, the proposal does not adequately weigh the intellectual property interests of the
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companies. Instead of a blanket rule against a trade secret privilege, a more nuanced solution would better balance the competing interests at issue. This Note proposes a middle-ground approach: developers may invoke the trade secret privilege in criminal cases, but they cannot categorically block the defendant’s access to the software.

In practice, a court would first issue an order specifying the conditions under which the defendant can have access to the company’s software and documentation. The company would be responsible for enforcing the court-ordered protections for its software. After giving the defendant access to this information, it would be up to defendant’s counsel to closely scrutinize the software and its inner workings. Defendant’s counsel may consider hiring an expert to assist in understanding the technology’s source code. While this may be costly for the defendant, this solution provides criminal defendants with an opportunity to meaningfully confront their accusers.

This approach would leave the door open for judges to provide protection for the developer. For instance, after giving defendants access to the software’s source code, the judge could decide that its disclosure is subject to a protective order. For example, courts have required disclosure subject to protective orders with varying constraints: the experts granted access are subject to vetting; the experts sign a declaration to acknowledge their obligation not to circulate the protected information; the experts are allowed to study the information exclusively in secure areas; and the experts have to conduct their analysis on protected computers. These types of provisions ensure protection for the developer and also give the defendant access to the software so the defendant can meaningfully challenge the evidence presented against him. This solution does not always require protective orders because it is possible that, in some cases, the threat of private information disclosure is so low that it does not outweigh the costs associated with enforcing a protective order. As demonstrated, a case-by-case approach is the best solution for deciding what protections are granted to developers that avoid treading on a defendant’s right to confrontation.

IV. Conclusion

This Note cautions against admitting results from facial recognition technology into evidence at trial based on the current infancy and bias of the technology. Further, if the evidence is admitted,
defendants should have access to the software's source code to meaningfully challenge the evidence presented against them under the confrontation clause. This Note recognizes the developers' interest in protecting trade secrets and argues that judges should make case-by-case determinations about how to protect developers’ information without blocking defendants’ access to the software.

Because of the current bias of facial recognition software and its disparate accuracy in identifying different demographics, it is important to critically analyze the state of the technology and the industry before allowing it to be admitted into evidence at trial. This Note presents a call to action to examine law enforcement’s use of facial recognition technology and to prevent unreliable uses from incriminating defendants without an opportunity for these defendants to exercise their constitutional right to confront the algorithm that accuses them.
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